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Goal: Understand TGrid end-

to-end performance

= User goals:

= Opltimize my application periormance
= Moeve my data... FAST:
= With whoem am | sharng| netwerk bandwiatia?

= Sysadmini goals:
= |dentiy preblems
= Set realistic periermance expectations

" Common denominator:
= Vaximize availaple bandwidti
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flerms
“Bottleneck” is not a meaningful term

m c2e Capacity (C): min
link capacity in the
path

Tight link A3 (avail-bw

- e2e avall=pw (A):min
Uunused bandwidth at
time 1t

= BIIC: max achievable
NCP threughpult

Narrow link C1 (capacity)
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.and Conditions
(factors in e2e network performance)

= Router buffer sizes and COS or QoS
= Host TCP settings
= Cross-trafiic (load level, burstiness)

= Jraffic type mix
= [CP ==> guaranteed delivery + fair share
= UDE === guaranteed delivery

= NUmber ofi competing streams
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VMeasuring end-to-end
Available Bandwidth

= |t’s not easy, and tools haven't been validated.
= Even fewer tools developed and validated on high speed links.

CAIlDA IS performing lirst comprenensive toel evaluatien en high
speed. inks in.CAIDA/SDSC Iab.

- Iperf (persistent TCP connection Wi/ large advertised window)

= Can be intrusive: can saturate the path and increase path; delays
and Jitter...depending on time scale

= Neasures “brute force™ avail-bw.

= Pathload (Seli-Leading Perodic Streams)
= Attempts to be non-intrusive over time (uses < 10% avail-bw)
= |Vleasures; the dynamics of avail-bw: ever time
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How pathload Works...

...find the range of the knee
Concept:

A 1 Available bandwidth

- Send =100 prekes ofi equal-sized packets; at rate
IR and measure ene-way delays; iterate whnile
modiiyingl R (@ndilimit prebing rate: te: < 105)

=EOne-way delays enlyiincrease When the stream
faie RIsy/argertnanithe avall=ew A

7/9/04 TGrid Coordination Meeting




Why use INCA?

" |nfrastructure exists and it works!

= [ake advantage ofi INCA's:
= Full'mesh deployment
= [Data repository/archive
= \Web interface
= Schedule options

= o) collect network perormance data:
= Addi INetwork Reporter

= Reporier-Pair - a new variation
= Same Wrapper can woerk withimultiple avail-bw! toels
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Inca Architecture

X user- ) Data Consumers
friendly: webiinterface, (o e
application, etc. |
Inca Framework . '
__________ NI

o daemonS :Senrer 7 |

= Planning and execution of
reporters

= (Centralized data collection
= Publishing

- a Scrlipt or ;
executanie _ _ gy

N _
' Querying Interface

Resource 1 Resource 2 Resource 1

Grid Resources
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Gathering/ performance data

1. Write reporter to wrap benchmark and
print XML output according to Inca
ieporter speciiication

2. Write configuration file to express:

a). Inpuits
9) Frequency: ot execution
¢) Data torarchive

3. Wiite webipage to display data




Writing performance reporter

= Perl APl to enable running of network
probes across sites (uses globusrun)

2. Reporter

1. Reporter unpacks ¢, tc sender

network tool
3. Reporter launches

receiver

Resource A ¢ > Resource B
4. Network tool runs

5. Reporter returns
data
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Executing reporter

= Cron scheduling

= Schedule far enough apart so they don't
collide

= Not feolpreot
= |\love 1o token-passing protocol (NWS)?
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Graphing data

= Calls rrdtool commands: to generate graphs

= CGl script currently uses SOAP call te get graph
fromi Inca; archive

hitps://repo.ieragrid.org/inca/ntml/pathload. atmi
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Future Directions...

Scheduling frequency.

= Now: once/hr

= Check result distributions

= Refine scheduling: Move to token-passing proetocoll (NWS)?
Compare results ofi other tools

= pathload, pathchirp, Spruce; Ipert

= Consider error and overhead
Refine graphs and web interface
Run network prebes; across difierent Oses
Consider more e2e paths than just between login' nedes
Corrific] SOOL) SE [SOOFSF If) (1S WOrKS .
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Discussion

Will-my application perform better I | dont use
TCP?

Claim. T'CP'Is not suitable for Grid apps in: high-performance
networks.

Claim: | can; get better performance with, UDP

- .carertlwhat you wish ior! App must control everyihing
aDoeesnrt play well-wilthrethers:
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Iry SOBAS instead!

= Socket Buffer Aute-Sizing (SOBAS) [Prasad,
Jain & Doyvrolis, Galech]

= Apps use a SOBAS enabled socket library.
= Concept: Limit the send window. after reaching avail-

pw! toraveld “seli-induced” packet less.

= Experimental results show: 20-805 Increase in

throughput compared to TCP: transfers; using max
possible secket buffer size.

R Prasad, M. Jainranad C. Dovrolls, “Sockel Bulier Aulo-Sizing ior

High=Periormance Datar iransiers: Journal or Grid Compuiting JUne
2004.
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Summary

= The INCA architecture now: supports
availlable bandwidth measurements.

= Pathload reports a range variation of
avallable bandwidtha enian e2e path.

= INCA/pathload measures available
panadwidih en FGrid e2e patins (login nede
1elegin nede).




