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Abstract

International IP network traffic is evaluated for applica-
tions utilizing the TCP transport protocol. This evalua-
tion is based on an analysis study performed in January
1992 across an infrastructural connection between Japan
and the PACCOM network. This traffic measurement
allows an examination of the current status of interna-
tional information flow. Such analyses are a first, and
essential, step toward a better understanding of the type,
quantity, and breadth of international traffic flow. They
can provide not only confirmation or refutation of intu-
itions and existing paradigms related to data exchanges,
but also a fundamental framework upon which to base
future network management, planning and design.

1 Introduction

The dramatic proliferation of computer networking in-
frastructure, as exemplified by the dramatic growth of
the global Internet user base, exposes a previously unex-
perienced need to support networking clients with robust
and predictable networking environments. For example,
a distributed operating system may need the capabil-
ity to define network performance requirements, such as
latencies, data loss rates, throughput, or error accept-
ability (data integrity, lack of data sequencing, etc.).

A first step toward accomplishing such goals is a so-
phisticated understanding of computer network behav-
ior in general. However, a prerequisite is a clear under-
standing of traffic trends in restricted domains, which
will allow the development of models which can be ap-
plied to larger arenas in the future. Such models not
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only allow one to effectively define network performance
characteristics, but also will lead to new insights into the
design of the international networking environment.

The effort dedicated to traffic analysis across wide
area networks is limited at best. One of the few doc-
umented studies is that of Jon Crowcroft and lan Wake-
man of the University College London in England [1].
The paper, a presentation of selected traffic measure-
ments between the UK and the US academic communi-
ties, outlines significant first steps toward understanding
international traffic behavior.

The services provided by the Internet, such as E-mail,
USENET News, remote login, and file transfer, have be-
come an essential basis for information exchange and re-
source sharing among research communities. Traffic in-
troduced by these services destined to locations outside
of Japan from within WIDE[2] are routed through a sin-
gle link, between PACCOM][5] and WIDE. The Japanese
endpoint of this link is a router at the WIDE Network
Operations Center at Keio University, connected to the
undersea cable between Hawaii and Japan.

Generally, these international links are long-haul,
point-to-point circuits with relatively low bandwidth
and high cost.
resources is critical to maintaining and improving the
availability of the above-mentioned user services.

The objectives of this research are:

Effective utilization of such restricted

o to evaluate the current utilization of the interna-

tional link between PACCOM and WIDE

e to evaluate the scope of international information
exchange grounded in these application protocols

The methodology used is as follows. We monitored
TCP/IP[6] packet headers belonging to the relevant ap-
plication protocols and analyzed the collected header in-



formation. Since most of the application protocols of
interest use TCP as the transport protocol, TCP traffic
was concentrated on in this analysis.

It must be emphasized that this analysis can yield only
initial insight into international traffic flows. Although
these observations can provide a framework for optimiz-
ing information flow among nations, successful network
planning will require applying such investigations to a
broader environment, as well as replicating such inves-
tigations regularly. An effective methodology of such
observations will need to extend to traffic analysis on
domestic levels as well.

The first two sections of the paper describe the net-
work environment configuration and the monitoring and
analysis tools. The following sections provide details of
the analysis. Following the analysis, some conclusions
and directions for future research are presented.

2 Internet connectivity from Japan

Hawaii

New Zealand

Figure 1: PACCOM Topology

This section describes the current network topology
connecting the applicable JP-US networks (WIDE and
NSFNET). The interconnection is supported by PAC-
COM, a larger Pacific regional internetworking effort
funded by NASA, NSF and the State of Hawaii. Fig-
1 presents a detailed diagram of PACCOM topology.

Within Japan, the domestic academic research net-
work consists of three separate networks: TISN, JAIN,
and WIDE. Of these three, TISN carries 14 Internet do-
mains, and has its own 128 Kbps logical undersea link

(via the TPC-3 transpacific cable) to Hawaii. The other
two networks, JAIN and WIDE, carry 22 and 34 Inter-
net domains, respectively, and share a 192 Kbps logical
undersea link to Hawalii via the same physical cable.

From Hawaii to the US mainland, however, JP-US
academic research traffic converges on the same (HAW-
4) 512 Kbps! undersea link. This link connects the Uni-
versity of Hawaii (specifically, the ICS department) to
one of the interconnection points for US federal net-
working activities (FIX-West) at NASA-Ames, located
at Moffet Field in Northern California. A few other
countries also have links to the PACCOM network: Aus-
tralia and New Zealand are connected to NASA-Ames,
and Korea is connected to the University of Hawaii. All
traffic between Japan and these countries utilizes this
same link between Japan and the University of Hawaii.

The data analysis in this paper is restricted to the
WIDE-to-Hawaii 192 Kbps link. This link carries ap-
proximately 60% of the inter JP—US Internet traffic, and
thus provides an adequate domain for traffic characteri-
zation.

3 Monitoring and Analysis environ-
ment

All traffic between Japan and other nations passes
through an Ethernet inside the WIDE Network Op-
erations Center at Shounan Fujisawa Campus, Keio
University(WNOC-SFC). Data collection was per-
formed from a machine (jp-tap.wide.ad.jp), SparcSta-
tionl+, on this local Ethernet. Fig-2 and fig-3 depict
the data collection environment. The subsequent anal-
ysis of the data is a resource intensive effort, and could
not have been done in real-time.

Virtually all of the traffic consisted of packets of the
Internet Protocol Suite, in particular application proto-
cols such as: FTP, SMTP, TELNET, DNSJ[6].

The tool used for data collection was tecpdump|8],
developed by Van Jacobson of the US Lawrence Berkeley
Laboratory, et. al. This tool allowed for filtering of
traffic pertinent to this study.

The relatively low speed of the link allowed the use
of tcpdump on a standard workstation, with little data
loss due to processing overhead, about 0.2% on average.
The data for analysis was collected from January 19th
to 25th, 1992. The data volume exchanged via TCP
protocol in this one week period was about 2Gbytes and
the header information collected was about 280Mbytes

'It has been upgraded to T1



after compression. Analysis was performed using the
perl[11] programming language to process the logged
tcpdump data.

To investigate the application traffic, the traffic of ac-
tual TCP data will be concentrated on, excluding all
non-TCP traffic in the following discussion. The byte
counts do not account for [P and TCP headers, and the
packet counts do not include zero-sized TCP packets,
such as simple acknowledgements.

The information used to trace each TCP connection
was[7]:

Ethernet source/destination address

e Source and destination IP address / TCP port

TCP flags, i.e. SYN, FIN, etc.
e Sequence number

o Acknowledgement number
They are used to:

1. count the number of bytes and packets sent from
and into Japan,

2. trace each TCP connection,
3. determine the direction of connection request,

4. count the number of bytes and packets sent forward
or backward to the direction of the initial connec-
tion request, and

5. evaluate the amount of information exchanged in
each application protocol.

In addition, the inverse mapping mechanism of DINS
and the whois data base were used to map numeric IP
addresses to the corresponding domain names and to
determine the source and destination nations of infor-
mation exchanged within each application protocol.

In the following sections, the results of these analyses
will be discussed.

U.S. Internet
WNOC-TYO

WNOC-SFC

WNOC-KYO
WNOC-OSA

Figure 2: Configuration of the Japanese WIDE Network
Environment
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Figure 3: Configuration of Data Collection Environment



4 Inbound and Outbound TCP
Traffic

4.1 Utilization of the International Link
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Figure 4: Inbound and Outbound Traffic rate in bytes
per hour

Table 1: The Data Volume and the Data Rate

Dat Bytes Sent (Kbytes)
ate Inbound | Outbound ] Total
1/19 166,711 48,403 215,114
1/ 20 229,702 61,679 291,381
1/21 190,187 85,995 276,182
1/ 22 427,900 129,265 557,165
1/23 308,425 88,587 397,011
1/ 24 305,437 108,736 414,174
1/25 139,933 73,978 213,911
| Total || 1,768,296 | 596,643 | 2,364,938 |
Dat Ave. Line Utilization in Kbps
ate Inbound | Outbound | Total
1/19 17.06( 8.9%) | 5.21(2.7%) | 22.27( 5.8%)
1/ 20 || 23.80(12.4%) | 6.85(3.6%) | 30.65( 8.0%)
1/ 21 || 23.66( 12.3%) | 11.34( 5.9%) | 35.00( 9.1%)
1/ 22 || 43.15(22.5%) | 13.97( 7.3%) | 57.11(14.9%)
1/ 23 || 34.87(18.2%) | 10.82( 5.6%) | 45.70( 11.9%)
1/ 24 | 31.38(16.3%) | 11.78( 6.1%) | 43.17(11.2%)
1/25 | 14.64(7.6%) | 8.08(4.2%) | 22.72( 5.9%)
| Total || 26.91(14.0%) | 9.67(5.0%) | 36.58( 9.5%) |

Table-1 describes the daily TCP traffic volume and
the daily average data rate in both directions. Fig-4
shows hour-by-hour traffic flow into and out of Japan.

During this seven-day period, equivalent to 168 hours
of measurement, approximately 2 Gbytes of actual TCP
data were exchanged. Unfortunately, there were two
brief stoppages of the gateway machine during which
international communication was not available: from
18:20 to 22:08 on January 21st and from 18:05 to 20:15
on January 23rd. So the exact observation period was
162 hours and 2 minutes.

Fach TCP packet has at least 20 bytes of IP header
information and 20 bytes of TCP header information.
There were approximately 7.7 million packets which car-
ried actual data; the average packet size was 313 bytes,
excluding the headers. Thus, adding a constant 40 bytes
for the IP and TCP headers, the average data transfer
rate for TCP traffic was about 36.6 Kbps. This rate was
obtained using the following formula:

(total volume + number of packets X header size) x 8 (bits/byte)
total number of seconds in interval

2,364,938 + 7,729,973 x40 % 8 )
= ( =53 325024 ) = 36.58 Kbps

Since the international link capacity is 192 Kbps in
each direction, the TCP traffic occupied an average of
approximately 9.5% of the link over the seven days, a rel-
atively light load. However, according to the Fig-4, the
peak hour for the seven-day period shows considerably
higher traffic. Inbound TCP traffic constituted approx-
imately 133 Kbps during its peak hour; outbound TCP
traffic was 37 Kbps. This constituted a significant load
at the peak hour, especially considering that the analysis
ignored not only non-TCP traffic, but also TCP packets
which did not carry actual data. At an even finer time
granularity, such as every 15 minutes, even higher peaks
in traffic volume must be seen.

4.2 Direction of the service requests

Fig-5 shows the number of connection requests occurring
from and to Japan during each hour. This graph indi-
cates specific traffic characteristics. In particular, many
connection requests originated in Japan from around
noon to midnight Japanese time, and significantly fewer
connection requests occurred during the morning. This
pattern reflects the typical working hours of Japanese
researchers.

However, from the perspective of the service request,
this graph is not quite accurate, for the following rea-
son. During the connection set-up phase of a TCP ap-
plication, the site requesting service sends a connection
request, in the form of a SYN packet, to the remote
site. FTP-Data connections, however, are a special
case, as the the actual connection requester is not the
service requester. The FTP server side always sends
the FTP-Data connection request. Thus, if a host A
sends a SYN packet to host B using the FTP-Data
protocol, it does not mean that host A wants a service
from host B, but rather that host B wants to use the file
transfer service on host A. Reflecting this idiosyncrasy



of the FTP-Data connection, The connection request
direction for FTP-Data was reversed to determine the
service request direction, as shown in Fig-6.
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Figure 5: Number of Inbound / Outbound connection
request per hours
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Figure 6: Number of Inbound / Outbound service re-
quest per hours

The graph presented in Fig-6 shows an even more ex-
treme pattern in the number of outbound service re-
quests than that observed in the outbound connections
curve in Fig-5. In addition, the pattern shown here
is complementary to the inbound request pattern, rel-
atively low in the afternoon and higher in the morning.
The time difference between the two countries appeared
to have a positive side-effect of balancing the load on the
link utilization.

The packet size distribution in both directions ex-
hibits comparable bimodal patterns: heavily distributed
around very small values and 512 bytes, the latter a com-

Table 2: Distribution of Packet Size for In-

bound/Outbound Packets ( Bytes )

Statistics and Percentiles

Direction | 3y crage [ 5% [ 28% | 50% | 75% | 95%

Inbound 365.185 [ 1 33 [ 512 [ 512 [ 512

Outbound || 220439 | 1 3 50 | 512 [ 512

| Total || 313287 | 1 [ 13 | 512 | 512 | 512 |

monly used maximum packet size between IP networks.

Table-2 shows that the average packet size of the in-
bound traffic is larger than that of the outbound traf-
fic. The 50th-percentile of the inbound packet size is
512 bytes, while that of the outbound packet size is 50
bytes, indicating that the proportion of inbound pack-
ets belonging to the “bulk data transfer” style protocols,
e.g. FTP-Data or NNTP or SMTP is greater than
the corresponding proportion of outbound packets.

4.3 Per protocol breakdown

Table 3: Per protocol In/Out Data volume in Kbytes
and percentage to total

| Protocol || Inbound | Outbound |
FTP-Data || 1,345,224  77.16% | 402,474  70.84%
SMTP 121,164 6.95% | 65,880  11.60%
NNTP 142,038 8.15% | 44,252 7.79%
Telnet 42,694  2.45% | 30,026  5.28%
Domain 15,063  0.86% 347 0.06%
FTP 5270  0.30% | 4,381 0.77%
Finger 978 0.06% 1,192 0.21%
Others 71,049 4.08% [ 19,619  3.45%

| Total || 1,743,480 100.00% | 568,171 100.00% ]

To investigate the connection direction, connections
of which the SYN packet was missed were excluded
from the statistics from here. The data volume included
in those excluded connections was 2% of the byte total
shown in the Table-1.

Table-3 shows that the observation presented accord-
ing to Table-2 is correct. The percentage of data volume
sent by a bulk data transfer protocol such as FTP-Data
was much higher in the inbound than the outbound di-
rection. Traffic using the FTP-Data protocol consti-
tuted 77% of the total inbound traffic volume, and 71%
of the total outbound traffic volume.

Table-4 shows the number of the connection requested
both in the inbound and outbound direction for each
protocol as well as the data volume sent forward and



backward to the connection request direction. Note that
the relation between the direction of connection request
and the direction of data flow varies by application.

Table 4: Per protocol In/Out Connections

Data sent(Kbytes)

Protocol Num. Forward | Backward

IN || 22,593 | 1,251,408 4,218

FTP-Data 5o 75 131 | 398,256 93,816
IN || 21,260 | 115,505 8,066

SMTP OUT || 16,888 57,814 5,658
IN 6,270 46,587 5,184

NNTP OUT || 8,969 39,067 95,451
Telnet IN 1,736 1,000 29,224
eme OUT || 1,492 802 41,694
Dommai IN 550 15 261
omam - TEET (T 2,798 86 15,048
IN 2,598 896 3,130

FTP OUT || 3,333 1,251 1,374
Fi IN 4,013 24 1,183
meer OUT || 1,469 9 954
IN 649 5,717 13,219

Others OUT || 1,065 6,400 65,331
Total IN || 59,669 | 1,421,153 64,485
ota OUT || 51,195 | 503,686 322,327

In the connection of interactive application such as
Telnet and FTP as well as the inquiring application
such as Domain and Finger, much more data flows in
the backward direction than in the forward direction.
On the other hand, in FTP-Data and SMTP, much
more data flows in the forward direction than in the
backward direction. In NINTP protocol, however, the
data flow direction does not depend on the connection
request direction. It rather depends on the configuration
of the news forwarding path.

Table-5 presents the packet size distribution for each

Table 5: Distribution of Packet Size per protocol

Percentiles
Protocol Average —or [25% | 50% | 75% | 95%
FTP-Data 529.403 512 512 512 512 536
Domain 425.633 23 512 512 512 512
NNTP 324.769 8 43 512 512 512
SMTP 220.427 6 33 60 512 512
Finger 128.772 2 2 9 210 512
Telnet 53.915 1 1 2 9 512
FTP 30.293 6 16 25 30 73
others 121.698 1 2 14 121 512
[ total ] 313287 | 1 [ 13 512 | 512 [ 512 |

protocol. In the connection of interactive application
such as Telnet and FTP, the packet size distributes
around very small value. On the other hand, in the bulk
data transfer protocol such as FTP-Data, it distributes
heavily around the fixed length of 512 bytes.

5 Information Exchange between
Japan and other nations

Table 6: All TCP Traffic Flow

Domain Bytes Cons.

IN [ OUT IN [ OUT

edu 1,081,824,425 | 269,582,416 || 28,242 | 22,144
com 253,380,216 75,163,919 || 14,146 | 12,069
org 140,661,183 12,156,135 1,435 277
gov 77,792,355 24,711,322 1,789 2,433
net 77,181,168 14,219,613 3,060 2,980
de 42,092,581 17,499,247 1,313 1,349
fr 21,256,861 21,649,227 364 694
au 16,374,621 21,465,957 933 1,089
ca 17,216,893 19,904,945 3,631 1,226
uk 6,657,069 18,977,853 950 1,633
mil 17,874,860 6,368,826 850 308
se 19,763,793 3,350,355 371 482
dk 1,976,102 14,151,067 257 241
il 44,100 12,827,143 46 125
fi 4,328,088 2,828,460 524 479
ch 2,268,435 3,573,455 202 602
nl 1,624,967 2,690,110 317 429
at 359,268 3,326,400 338 330
it 243,684 3,122,141 123 406
nz 104,019 2,302,672 53 60
no 326,597 1,866,997 117 170
br 161,578 1,629,413 71 90
hk 11,973 1,602,993 14 98
es 529,612 744,111 60 114
sg 72,464 1,125,344 59 42
us 246,963 940,123 40 97
kr 277,716 835,935 110 361
mx 22,405 828,502 14 10
gr 12,981 567,699 32 102
ie 15,200 328,880 5 78
hu 10,204 166,954 0 29
pl 117,404 58,830 27 42
za 17,744 58,782 8 4
is 14,909 35,756 3 9
be 12,549 21,344 11 22
pt 1,371 8,694 0 4
tw 2,878 196 0 5
| Total || 1,784,879,236 | 560,691,816 || 59,515 | 50,633

In order to investigate the direction of information
flow in detail, the IP addresses of each end of all TCP
connections were examined and their domain names
were obtained using the inverse mapping mechanism of
the DNS. The rightmost component of these domain
names was used as the country name. Unfortunately,
DNS failed to resolve many of the IP addresses, so the



whois database was also used to determine to which
country these IP addresses belong. There still existed
“orphan” IP addresses which could not be mapped to a
particular nation; connections involving these addresses
were excluded from the statistics. Fortunately, these
unresolved connections comprised only 0.6% of the total
connections and those connections contained only 0.9%
of the total data volume in section-4.

The analysis presented in this section focuses on the
quantity and type of information exchanged between re-
searchers in Japan and researchers in other nations. It is
assumed that there is a considerable degree of asymme-
try in the data flow between Japan and other nations,
in that the flow of data is largely from other nations to
Japan rather than in the opposite direction. However,
this research indicates that there is also substantial data
flow from Japan to other nations.

Table-6 presents all TCP data exchanged between
Japan and other nations. This raw data is ordered by
the number of bytes exchanged; the first column lists
the domain. Although most of the data was exchanged
between the USA and Japan, at least 13% of the total
data was exchanged with 30 other nations during the
observation period.

Clearly the communication range of the Japanese aca-
demic society is not restricted to the USA, but extends
to many nations in the Pacific Rim and Europe.

5.1 Commonly used service protocols

SMTP and NNTP are the most commonly used pro-
tocols for interpersonal communication. FTP, in con-
trast, is used to exchange data or distribute public do-
main software. In the following sections, each of these
commonly used application protocols will be examined
individually.

5.1.1 SMTP Traffic

Tables-7 shows the SMTP traffic flows in each direc-
tion. It is notable that the domains in Japan have more
connections with other nations via the SM'TP protocol
than with any other protocol. About 34% of TCP con-
nections belonged to this protocol. Such data confirms
the intuitions that electronic mail is the most popular
form of international communication. With some na-
tions, the volume of SMTP data sent from Japan was
comparable to that sent to Japan.

Table 7: SMTP Traffic Flow

. Bytes Cons.
Domain IN | OUT IN | OUT
edu 58,073,056 | 26,496,811 || 10,287 | 6,878
com 32,841,366 | 21,019,158 5,167 | 4,862
gov 10,654,102 1,990,317 649 351
net 3,772,570 3,292,139 531 895
uk 1,958,345 2,590,771 327 637
ca 2,819,436 1,622,761 746 432
au 2,797,095 1,224,208 327 336
org 2,237,973 468,004 748 96
nl 1,196,560 1,456,917 197 166
de 1,478,962 1,155,673 273 275
se 1,323,454 896,382 166 78
mil 1,464,593 629,316 578 129
fi 790,418 687,994 205 185
fr 358,308 408,936 135 174
at 316,232 426,281 283 105
dk 378,208 253,572 118 40
kr 206,621 397,324 71 126
ch 296,570 293,712 84 428
us 245,476 189,559 34 72
no 207,112 166,551 54 53
it 124,671 248,329 50 95
ie 14,200 256,546 2 63
br 95,564 103,155 43 38
il 39,660 142,141 19 41
hu 10,204 166,954 0 29
es 44,485 101,518 22 37
nz 68,149 72,279 38 33
sg 68,558 62,133 32 26
za 17,744 58,782 8 4
is 9,896 35,658 3 8
hk 7,053 21,936 3 16
mx 20,476 7,820 9 3
be 11,613 14,998 7 7
pl 12,212 7,577 9 2
pt 1,371 8,694 0 4
tw 250 49 0 1
[ Total ][ 123,962,563 | 66,974,955 [ 21,225 | 16,725

Table-7 shows, however, that with some nations, the
volume of inbound data flow was twice that of outbound
data flow. It seems strange for a person-to-person com-
munication protocol such as SMTP to generate such
an unbalanced exchange of traffic volume. One reason
is that many mailing lists maintained at sites outside
of Japan send mail to Japanese participants, and that
much more mail originates from colleagues of the list
outside of Japan. Such SMTP communication is not
exactly on a person-to-person basis.
for the asymmetric volume is the existence of “mail-
ordering” information systems such as the RFC request
system. In this case, ordering a piece of mail requires
transmission of only a few lines of data but the response
tends to be significantly larger.

Another reason



5.1.2 NNTP Traffic

Table-8 describes the traffic flow of another interpersonal
communication mechanism, the Bulletin Board System.
The NNTP protocol is often used to distribute public
domain software.

NNTP connections are not arbitrary, but rather de-
pend on the administrative configurations of news feed
servers in each nation. Indeed, the number of nations
with which Japan may communicate by the Bulletin
Board system is not restricted. Once news articles
are forwarded outside of Japan, intermediate NNTP
servers can propagate them across the whole Internet.
Additionally, the Japan domestic news group “fj” now
supports subscribers at many sites outside of Japan.
Traffic for “fj” groups, written in Japanese, can thus
be forwarded to as well as sourced outside of Japan.

Table 8: NNTP Traffic Flow

D . Bytes Cons.
ormam IN | OUT IN | OUT
edu 95,281,960 | 20,872,134 12 | 3,252
com 48,792,354 | 11,863,547 || 6,221 | 4,418
net 252,884 | 17,269,830 0] 1,125
uk 68,499 | 3,031,062 14 160
au 883,833 7,809 0 9
mil 144,844 709 0 5

| Total || 145,424,374 | 43,045,091 || 6,247 | 8,969

5.1.3 FTP traffic flow

User FTP sessions are subdivided into FTP-Control?
and FTP-Data connections. The FTP-Control con-
nection handles the transactions related to interactive
user commands, such as the commands which initiate
data transfers. All actual data, including responses to
control commands such as “dir” or “get”, travel across
FTP-Data connections. Table-9 shows the traffic flow
of the FTP-Control connections and Table-10 shows
that of the FTP-Data connections.

These tables shows that a remarkable amount of data,
about 22% of the total FTP-Data traffic flow, was sent
from Japan to other nations. Within some domains,
the FTP-Data traffic flow leaving Japan was actually
higher than in the opposite direction.

A comparison of Tables-9 and Table-10 shows that the
proportion of FTP-Data connection requests sourced
in Japan, relative to those destined for Japan, is the

2Usually, FTP means FTP-Control

inverse of the same ratio for FTP-Control connections.
These values also reflect the amount of data sent in each
direction.

Table 9: FTP Traffic Flow

Domain Bytes Cons.
IN [ OUT IN [OUT
edu 3,279,348 [ 2,294,206 [[ 1,092 | 2,181
com 417,750 [ 415,581 382 267
net 434,258 | 161,387 17 271
de 217,727 | 225,562 152 99
gov 207,119 | 129,486 43 89
uk 68,891 | 183,130 159 14
ca 89,611 | 153,080 91 56
au 88,852 | 131,604 98 43
org 141,291 49,597 11 84
fr 53,884 | 104,615 76 28
fi 99,351 34,483 12 51
se 51,415 67,861 39 36
mil 59,376 37,276 25 38
it 19,327 63,552 47 6
nl 27,394 53,847 42 20
ch 19,165 46,162 41 4
dk 20,904 43,905 43 10
at 15,430 43,867 23 1
no 12,849 41,938 37 4
kr 9,711 28,894 20 1
gr 8,664 25,188 20 2
il 4,433 25,229 25 0
hk 4,798 17,147 9 0
br 7,706 9,358 6 10
us 1,347 6,882 4 0
nz 2,993 5,086 8 1
es 2,225 5,104 8 1
sg 1,117 3,637 4 0
be 936 3,287 4 0
mx 1,006 2,541 2 1
pl 2,192 1,296 2 7
ie 905 2,487 1 0
tw 236 68 0 2
| Total [ 5,372,211 | 4,417,343 [[ 2,543 | 3,327

An interesting usage of many FTP implementations is
the support for “anonymous” FTPs, in which the FTP-
Control connection request end typically retrieves large
amounts of data using subsequent FTP-Data connec-
tions. Researchers often establish an anonymous FTP
server at their research sites to allow interested parties
to retrieve relevant electronic materials.

From the perspective of information and software dis-
tribution, how widely the server is known is important.
Table-11 shows the number of bytes transferred by the
server, the number of connections received by the server,
and the number of different client hosts which access the



server. Fach row presents the top five servers in terms
of the number of service requests they accepted. The
top five servers inside JP domain accepted 1,290 FTP
connection requests from 893 hosts in other nations, and
transferred data to those hosts. The 893 data requesting

hosts spanned 31 different top-level domains.

Table 10: FTP-DATA Traffic Flow
. Bytes Cons.
Domain N [ OUT IN | OUT
edu 844,769,610 | 193,374,712 || 14,677 | 7,588
com 158,639,413 | 33,370,384 || 1,651 | 1,534
org 136,345,557 5,354,684 555 37
gov 53,595,550 | 21,280,459 984 450
net 71,355,544 3,409,280 || 2,182 108
de 33,830,493 | 14,974,922 848 803
fr 20,701,781 | 20,899,762 128 474
au 11,416,664 | 19,197,477 326 481
ca 13,197,590 | 16,803,173 252 643
mil 16,049,449 5,693,688 241 88
uk 2,325,839 | 11,549,226 106 659
dk 1,011,020 | 12,549,906 31 180
il 0 | 12,658,232 0 84
se 9,227,302 1,969,278 154 234
fi 2,516,179 2,055,505 296 62
ch 1,906,889 1,754,727 40 165
at 0 2,825,456 1 213
it 8,810 2,799,327 4 281
nz 448 2,212,790 4 19
no 98,142 1,658,061 25 110
hk 0 1,563,644 0 82
br 38,198 1,516,540 22 37
nl 288,011 1,113,722 35 220
sg 0 861,311 0 16
mx 316 817,853 2 3
us 0 743,206 0 25
gr 4,224 541,581 9 100
es 129,643 296,647 4 14
kr 2,615 394,364 7 134
ie 0 69,677 0 15
pl 7,844 4,414 8 3
be 0 3,059 0 15
[ Total || 1,377,467,131 | 394,317,067 [ 22,592 | 14,877 |

Table 11: Top 5 FTP servers inside / outside JP

Service Client Bytes
FTP Server Requests | Hosts | Transferred
Inside JP 1,290 893 | 237,548,327
Outside JP 573 208 | 377,447,509

This table lists the top five servers both inside and
outside of Japan. Actually, there were 151 servers in
Japan which served requests from other nations, and
627 servers in other nations which served requests from
Japan. According to Table-10, the top five servers

within Japan transferred 60% of the total data sent from
Japan to other nations, and the top five servers out-
side of Japan transferred 27% of the total data sent into
Japan. If copies of the data and files provided by the top
five servers outside of Japan were made available from
within Japan, it would reduce the volume of inbound
traffic to 81% of the existing volume of inbound traffic,
by the following reasoning. The inbound FTP-Data
traffic was 71% of the total inbound traffic. Multiplying
71% by 27% gives 19%. Thus 19% of the total inbound
traffic could be reduced. Using the same reasoning for
the outbound traffic yields a 46% potential reduction.

According to [3], a significant percentage of FTP file
transfers are duplicates, i.e., they are FTP-ed more than
once. If this is the case with traffic across our interna-
tional link, replicating the more frequently retrieved files
on ftp servers within Japan leads to the economization
on bandwidth, obviating the need for international FTP
transfers across a relatively slow link.

Actually, this software distribution methodology per-
formed well during the X11R5 release. Copies of X11R5
distribution kits were made before the distribution be-
gan and it was announced that X11R5 would be avail-
able from several domestic F'TP servers.

By monitoring the servers which distributed X11R5
inside of Japan and observing international traffic pat-
terns for one week from the release, it was found that
only one site had retrieved the X11R5 distribution kit
from an FTP server in the U.S., while 36 domestic sites
retrieved X11R5 from one of the ftp servers in Japan.
Instead of monitoring the names of files being retrieved
during FTP sessions, the quantity of data retrieved in
each FTP-Data connection was calculated to determine
whether the F'TP session was related to X11R5 distribu-
tion, and it was assumed that fixed length data retrievals
of 524,288 bytes were specific to the X11R5 distribution.

Without the preconfiguration and announcement of
the X11R5 distribution server within Japan, those 36
sites would have been forced to retrieve it from outside
Japan, using the undersea link which is the focus of this
paper.

At the same time, it must be considered that soft-
ware distribution can occur via several different proto-
cols. For example, software is often distributed both
from an anonymous FTP server via the FTP protocol
and from USENET News as an article,® via the NNTP
protocol. Identical data is then transferred on the same
international link via two different protocols. Ideally,
traffic related to a software distribution should traverse

3 . .
For example, in the comp.sources.uniz news group.



the international link only once, and subsequently be du-
plicated in several locations within Japan as necessary.

6 Conclusions and Future Work

This paper investigates the characteristics of TCP ser-
vice provision between Japan and other nations. As-
suming that TCP connections represent “services”, how
these services have become essential to the work of many
Internet users is examined. As the demand for such net-
work services grows, network utilization increases and
communication scope expands. People in Japan now
communicate with others in various nations via E-mail
and network news. One objective of this research was to
evaluate the breadth of the reachability of traffic from
these services. As the demand for these services in-
creases, so will the load on the relatively slow, expen-
sive, and difficult-to-upgrade link between Japan and
the outside world.

The work presented in this paper represents only the
initial steps in an investigation of traffic patterns across
wide area networks in the international arena. The
study presented here has lent both credence and suspi-
cion to various intuitions regarding the traffic behavior
in the investigated domain. However, this analysis con-
stitutes only a small step in the effort required for work-
load characterization of international networks. Anal-
ysis using more sophisticated statistical analysis tech-
niques at multiple levels of granularity of the data will
allow greater insights into detailed traffic characteristics,
including correlations, trends, and dependencies.

A robust global Internet will also require comparison
of data from Japan to similar studies from other nations.
Building a public library of usable scripts for analysis
in different nations would greatly assist this enterprise.
Establishing a set of measurement servers at strategic
locations, which monitor the network for both one shot
and longitudinal studies, would further contribute to ra-
tional analysis of the network by multiple parties.

We firmly advocate undertaking a collaborative effort
within the community toward establishing such standard
mechanisms. Only concerted investigation in the above
areas, according to common methodologies agreed upon
in an international forum, will allow effective progress
into the higher speed, more ubiquitous, and increasingly
powerful networks which we are facing everyday.
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