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Abstract—The packet pair technique estimates the capacity of a path capacity is the maximum IP-layer throughput that the path can

gbOtlt('e“e;k Ea”d"‘l’(idth)[flf]?g[é?e C\’,i\-jpefio“ (SPaCingg exlﬁle”z_”CEd by o provide to a flow, when there is no competing traffic loaugs

ack-to-back packets . We demonstrate that the dispersion o . . - .
packet pairs in loaded paths follows a multimodal distribution, and dis- traﬁlp). The available bandwidth, on the other hand} is the
cuss the queueing effects that cause the multiple modes. We show that themaximum IP-layer throughput that the path can provide to a
path capacity is often not the global mode, and so it cannot be estimated flow, given the path’s current cross traffic loadhe link with
using standard statistical procedures. The effect of the size of the probing [ e ; ;
packets is also investigated, showing that the conventional wisdom of using the mlmmum tra.nsm|.SS|on ratg Qetermlnes the capalc:lty.of. the
maximum sized packet pairs is not optimal. We then study the dispersion Path, while the link with the minimum unused capacity limits
of long packet trains. Increasing the length of the packet train reduces the the available bandwidth. To avoid the tebattleneck linkthat
measurement variance, but the estimates converge to a value, referred to has been Widely used for both metrics. we refer to the capacity
as Asymptotic Dispersion Rate (ADR), that is lower than the capacity. We . .. . . ’ . .
derive the effect of the cross traffic in the dispersion of long packet trains, I!m!t!ng I!nk as thenarmw link, and to the available bandwidth
showing that the ADR is not the available bandwidth in the path, as was limiting link as thetight link.
assumed in previous work. Putting all the pieces together, we present a ca-  Specifically, if 7 is the number of hops in a path; is the

pacity estimation methodology that has been implemented in a tool called e . . . . [
pathraie. transmission rate arapacityof link ¢, andCY, is the transmission

Keywords—Active network measurements, bandwidth monitoring, bot- rate of the source, then the path’s capacity I1s
tleneck bandwidth, available bandwidth. .
C'= min C 1)
2=0U...

. INTRODUCTION Additionally, if u; is theutilizationof link i (with 0 < u; < 1

The Internetis a commercial infrastructure in which users payid «,=0), the unused capacity in linkis Ci(1 — w;), and so
for their access to an Internet Service Provider (ISP), and fraAe available bandwidth of the path is
there to the global Internet. It is often the case that the perfor-
mance level (and tariff) of these network connections is based on A= min [Ci(1 = ;)] (2)
their bandwidth, since more bandwidth normally means higher
throughput and better qua“ty-of-service to an app”ca’[ion_ mote that the available bandwidth definition requires Stationary
such an environmenbandwidth monitoring)ecomes a crucial traffic and SUfﬁCientIy |arge timescales so that the utilization
operation. Users need to check whether they get the acc@§su; to be practically constant. The capacity and available
bandwidth that they have paid for, and whether the netwoPRndwidth metrics are further discussed in the Appendix.
‘clouds’ that they use are sufficiently provisioned. ISPs also Thepacket pair techniques a well-known procedure to mea-
need bandwidth monitoring tools in order to plan their capaci§re the capacity of a path. When a packet is transmitted in
upgrades, and to detect congested or underutilized links [4]. & link, it encounters aransmission or serialization delague
Network operators are increasingly using tools such as MR 1@ the physical bandwidth limitations of the link and the hard-
[5] to monitor the utilization of their links with information ob- Ware constraints of the transmitting equipment. In a link of ca-
tained from the router management software. These technigRasity Ci and for a packet of sizé, the transmission delay is
are based on statistics maintained by the routers, and they are= L/Ci. A packet pair experiment consists of two packets
normally very accurate. Their drawback, however, is that thégnt back-to-back, i.e., with a spacing thatis as short as possible,
can be performed on|y with access to the router, and such fH@fn the source to the sink. Without any Cross traffic in the path,
access is usually limited to the network manager. Instead,tfi¢ packet pair will reach the receivetispersedspaced) by the
this paper we focus on @nd-to-end bandwidth monitorirap- transmission delay in the narrow link, = L/C. So, the re-
proach that requires the cooperation of only the path end-poir@@iver can compute the capacityfrom the measured dispersion
Even though end-to-end approaches are usua”y nat@wate A, asC = L/A Figure lillustratesthe paCket pairtEChnique in
as router-based methodologies, they are often the only feasffi@ case of a three-link path, using the fluid analogy introduced
approach for monitoring a path that crosses several networkdn [6]. Even though simple in principle, this technique can pro-
We define a network path as the sequence of links that forwaldce widely varied estimates and erroneous results. The main
packets from the path sendeso(irc to the receiver gingl. reason is that the cross traffic in the path distorts the packet pair
Two bandwidth metrics that are commonly associated withdéspersion, increasing or decreasing the capacity estimates.

path are thecapacityC' and theavailable bandwidth4. The  The main objective in this paper is to develop a capacity es-
timation methodology, based on end-to-end measurements, that

This work was supported in part by the USENIX association and by tl i i
National Science Foursdation under Grant No. NGR.9711092. € robust to cross traffic effects\Vle show that a straightforward

I\We assume that the path is fixed and unique, i.e., no routing changes or iiPlication of the packet pair technique cannot, in gener'al, pro-
tipath forwarding occur during bandwidth monitoring. duce accurate results when the cross traffic effectsgarered.



L/3C Lic A=Lic surements to estimate the capacity of a transatlantic link and to
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Sender Receiver characterize the interarrivals of cross traffic [8].

%@ In the past, the packet pair technique was simpler to apply.
The main reason is that the possible capacity values used to be
determined by a few well-known links, such as dial-up modems,

C=3C C=C Cg=3C ISDN links, T1's, T3's, and Ethernets. Today, mainly through
Fig. 1. Graphical illustration of the packet pair technique. The widtkaath the use of ATM virtual circuits/paths, t_he bandwldth givento a
link corresponds to its capacity. path can be any value up to the physical capacity of the under-
lying links. For instance, ISPs often partition an OC-3 link in
several fractional virtual links, leased in a granularity of a few
The reason is that the distribution of bandwidth measurememgps or so [9].

is multimodal, and some local modes, related to the cross traf-the early works on packet pair dispersion were followed by
fic, are often stronger than the capacity mode. The effect of €igyhisticated variations, focusing on robust statistical filtering
probing packet size is also investigated, showing that the cQ@ehniques. Carter and Crovella creatgtobe in which sev-
ventional wisdom of using maximum sized packet pairs is ngfa| packet pair measurements, originating from packets of dif-
optimalin heavily loaded paths. ferent sizes, are processed using union and intersection filtering

We then study the dispersion of long packet trains. Increasiggproduce the final capacity estimate [1]. Lai and Baker used a
the length of the packet train reduces the measurement variaigg@ne| density estimator as their statistical filtering tool [3]. In

but the estimates converge to a value, referred Wsgsnptotic [1] and [3], the underlying assumption is that the capacity of a
Dispersion Rat¢ADR), that is lower than the capacity. Thispath is related to the most common range of bandwidth measure-
study shows that, contrary to previous work [1], the ADR@ ments, i.e., the mode of the underlying distribution. Paxson was
the available bandwidthin the path. For single hop paths thoughe first to observe that the distribution of bandwidth measure-
we derive a formula for computing the available bandwidth fromyents is multimodal, and he elaborated on the identification and
the measured ADR. final selection of a capacity estimate from these modes [10]. He

Finally, we describe a capacity estimation methodology thaso used packet trains of different lengths to detect multichan-
has been implemented in a tool callpdthrate This method- ne| links. The complete methodology is called ‘Packet Bunch

ology uses many packet pairs to uncover the multimodal bangodes’ (PBM) [2], but as Paxson notes in his dissertation [10]
width distribution. The Challenge isto Identlfy the local mOde%p_267):"|t is unfortunate that PBM has a |a|'ge heuristic com-
and to then select the mode that corresponds to the path capgsrent, as it is more difficult to understand. (..) We hope that
ity. This latter part is based on the dispersion of gradually longgje basic ideas underlying PBM —searching for multiple modes
packet trains. The methodologyascurate when the capacity isand interpreting the ways they overlap in terms of bottleneck
between 10-40 Mbps and the specified estimate resolution ighlknges and multi-channel paths— might be revisited in the fu-
Mbps. For higher capacity paths, a larger estimate resolutioRiige, in an attempt to put them on a more systematic baJise
required. techniques discussed in this paper also rely on some heuristics,

The rest of the paper is structured as follows. Section Il sulat contrary to Paxson’s work, we explain the observed multi-
marizes the previous work on bandwidth monitoring. Section lhodalities based on cross traffic effects.

investigates the distribution of bandwidth estimates using packepjspersion techniques using packet trains instead of packet
pairs, while Section IV investigates the distribution of bandsajrs have also been proposed for the estimation of the avail-
width estimates using packet trains. An analytical model f@hle bandwidth in a path. Carter and Crovella developed a tool
the dispersion of long packet trains is given in Section V. Segajledcprobewhich estimates the available bandwidth from the
tion VI focuses on the size of packet pairs. Based on the insigfi§persion of trains of eight packets [1]. Other researchers have
of the previous sections, Section VIl presents a capacity egffoposed that thesthreshvariable in TCP's slow-start phase,
mation methodology and thgathrateimplementation. Some which should ideally be set to the product of the connection’s
measurements usimmthrateare given in Section VIIl. We con- RTT with the available bandwidth, can be determined from the
clude and highlight some open problems in Section IX. dispersion of the first three or four ACKs [11], [12]. The un-
derlying assumption in [1], [11], [12] is that the dispersion of
long packet trains is inversely proportional to the available band-

The concept of packet dispersion, as a burst of packets crosgisih. However, as we show in this paper, this is not true.
the narrow link of a path, was originally described in [6]. Ja- Finally, several tools that measure the capacitgwdry link
cobson did not consider cross traffic effects, and so the distirt-a pathwere recently developed: Jacobsopahchar[13],
tion between capacity and available bandwidth was not mad®mwney’s clink [14], Mah'’s pchar [15]; for a study of these

Keshav also studied the same idea in the context of congtmls see [16]. The underlying idea here is not based on the
tion control [7], but he recognized that the dispersion of packéispersion of packet pairs or trains, but on the variation of the
pairs is not related to the available bandwidth when the routame-way delay as the packet size increases. Unfortunately, be-
gueues are First-Come-First-Served (FCFS). He showed thatdfise these tools require the generation of ICMP replies from
all routers use a fair queueing discipline, then the cross trafffee routers, which is a process that normally follows different
is isolated and the packet pair technique can estimate the avaibcessing paths in a router, the resulting measurements are of-
able bandwidth in the path. Bolot used packet dispersion meen quite inaccurate. For example, a 100 Mbps Fast Ethernet link

Il. PREVIOUS WORK



inour LAN is always measured in the range of 30-40 Mbps; sim- <
ilar erroneous measurements are reported in [17]. Recently, kjp i-1 Y
and Baker proposed a technique calpettket tailgatingvhich AE] AR
avoids the need for ICMP replies from the path routers [17]. ;dil i &® o1 ;d:iL T jdiz T
However, the reported capacity measurements are still often in- EEI eI = e
accurate. A possible explanation is that the errors in the link catop i 1 20 1 20y
pacity estimates accumulate as the measurements proceed along A TAY

the path.

I11. PACKET PAIR DISPERSION

Consider ani -hop path defined by the sequence of capac-
ities P ={Cy,C1,...,Cx}. Two packets of sizd are sent
back-to-back from the source to the sink; these packets are the
packet pairor probing packets The dispersionof the packet

pair is the interval from the instant the last bit of the first packet Cross Trdffic Cross Traffic
is received at a certain path point to the instant the last bit of
the second packet is received at that poirithe dispersion is (a) Path persistent cross traffic

Ay = 7o = L/CYy after the source, and let it k; after linki.
When the packet pair reaches the sink, the dispersiagignd

the receiver computes a bandwidth estiniate L/A. Since Crogs 1 caffic

Sinks

S ; ; . Path Path
Ay varies in general, if we repeat the experiment many times Source Sink
theb values will form a certain distributioR. Our goal, then, is Ol e~ , oL
to infer a final path capacity estimatéfrom the distributiors. 4& 4& "

First, suppose that there ii® cross traffic in the pathlt is Cross Traffic
easy to see that the dispersian cannot be lower than the dis- Sources
persion at the previous hofy;_; and the transmission delay
7 = L/C; athopi, i.e.,A; = max{A;_, r; }. Applying this (b) One-hop persistent cross traffic
model recursively from the sink back to the source, we find that Fig. 3. The two extreme cases of cross traffic routing.
the dispersion at the receiver is

Ag = max 7 = L L =, In order to examine the properties of tBedistribution in a

i=0...H mini—o_g{Ci}  Cn controllable and repeatable manner, we used the Network Sim-

whereC, andr, are the capacity and the transmission delay yiator [}8]. Simulatipng aIIow.us to inygstig_ate the cross traffic

the narrow link, respectively. Consequently, when there is FJ€CtS in packet pair dispersion, avoiding issues such as route

cross traffic, all the bandwidth estimates are equal to the cap§anges, multichannel links, timestampaguracy and resolu-

ity (b = C, = C). tion, that can distort t_he measurements. We have also verified
When there is cross traffic in the path, the probing packdf€ reported results with Internet measurerﬁ’epts _ _

can experience additional queueing delays due to cross traffic' '€ Simulated model follows the description given earlier,

Let d! be the queueing delay of the first probing packet at hd§-» the source sends packet pairs and the sink computes band-

i, andd? be the queueing delay of the second probing packet‘%‘pt.h estlm.ateé from the meas_ured dispersiofg;. The cross

hopi after the first packet has been transmitted at that (sge traffic (CT) is generated from sixteen Pareto sources at each hop

Figure 2). The dispersion after hojs with a.:1.9, i.e., the interarrivals have. infinite variance. The ag-
gregation of many Pareto sources with< 2 has been shown
Ti + d? if 7 +df > Ay to produce Long Range Dependent (LRD) traffic [19]. The CT
A= (4) packet size id.., which is either constant or follows a random
Ai_1 + (d? — d}) otherwise distribution (described later). The packet scheduling discipline

in the simulation experiments is FCFS. An important issue is
the routing of the CT packets relative to the packet pairs. The
tI 0 extreme cases are shown in Figure 3; in Figure 3-a the CT
gﬂéékets follow the same path as the packet pgesh persis-

Note that whenr; + d} < A,;_; andd? < d}, the dispersion
decreases from hop— 1 to hopi (A; < A;_;). This effect

can cause a dispersion at the receiver that is lower than the
persion at the narrow link, i.eAy < 7, = L/C, if there tent CT), while in Figure 3-b the CT packets always exit one

are additional hops after the narrow link; we refer to such links ;
aspost-narrow link$. This observation means thite capac- LﬁOp after they enter the patbr(e-hop persistent QTThe effect

ity of the path cannot be estimated simply from the minim of CT routing will be discussed if V; for now, we simulate
y P Py e one-hop persistent CT case. In the following experiments,

measured dispersioras that value could have resulted from g, |\ idih distributio is formed from 1000 packet pair
post-narrow link. experiments

2We refer to IP packet boundaries. Figure 4 shows the histogram &f with a bin width of 2
31f there are more than one links with capadity the narrow link is the last
of them in the path. 4The locations of the measurement hosts are givéniil.
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Fig. 4. TheB distribution in two different path loads. Fig. 5. Fixed versus variable CT packet size
L/6Q L/60L/6Q
Mbps, for a path? ={100,75,55,40,60,80(all capacities in C,=60Mbps -1 CT 2. t
Mbps). Note that the path capacity é5=40Mbps, while the a0 Lao
post-narrow links have capacities of 60 and 80 Mbps, respec- C =40Mbps T T .
tively. § TAIMOPS ———m -
. L . L L/40 + (2 L/60 - L/40) = L/30
In Figure 4-a, each link is 20%ilized, whereas in Figure 4-
b, all links are 80% utilized. When the path is lightly loaded Fig. 6. Explanation of the 30 Mbps local mode in Figure 5-a.

(u=20%) the capacity value of 40 Mbps is prevalenBijrform-

ing the Capacity Mode (CM)which in this case is the global . . e L L
mode of the distribution. Bandwidth estimates that are Iow(?eLi)Se_thLe ?slzzelzr?g;a?eag;ersti?:iIgﬁ;rzwmlgﬁgat_z o ;‘ p(jigocaused
than the CM are caused by CT packets that interfere with the/ — 30 \°= oo ' . .
packet pair, and they define tBeib-Capacity Dispersion Range yl:? ﬁa%kegénﬁstﬁ?e%fgﬁz tr;j &aecggt'\ﬁswsaﬁ;te;r? dl\gko) p())snlmk
(SCDR) For instance, the SCDR in Figure 4-ais between 10 afhb yhen tFr)1e CT packet sigze varies uni?orml ,in the raﬁ o
40 Mbps; the cause of the local modes in the SCDR is discusig p y 9

in the next paragraph. Bandwidth estimates that are higher thafy 120018 though (Figure 5-b), the resulting dispersion is less
the CM are caused in the post-narrow links when the first pro%r_edlctable, since a single packet interfering with the packet pair
produce a range of dispersion values, depending on its size.

ing packet is delayed more than the second; these estimatesf_?ﬂe he CM and fthe PNCM il di
referred to adPost-Narrow Capacity Modes (PNCMsiNote a .owgver,t e i and one or more o the S are'stl IS

PNCM at 60 Mbps, which is the capacity of the link just aftefnct n the d|st.r|but|or,1as they are caused by the probing pack-
the narrow link; this local mode is created when the first probir‘\:"gsS being serviced back-to-back from the narrow or from post-

packet is delayed long enough for the packet pair to be serviddy"ow links, respectively. , ,
back-to-back in that link. Several measurement studies have shown that the packet size

In heavy load conditionsu€80%), the probability of CT distribution in the Internet is centered around three or four val-

packets interfering with the probing packets is large, and t &S [20]’0[21]' Specifically, about SO%OOf the packets are 40
CM is not the global mode of. Instead, the global mode is in ytes, 20% are 552 or 576 bytes, and 15% are 1500 bytes. These

the SCDR, which now dominates the bandwidth measurementd, on packet sizes WO.UId cause‘a. packet pair bgnd\,/vidth dis-
A key point here is thathe path capacity cannot be always cor—tr]l Fupon tr;at IS Tﬁretﬂm”ﬁ: tc3 thet.d|scret§. d|spe'r5|o,n ﬁeff?ctsf
rectly estimated by statistical techniques that extract the m%,t |gureb -a, rather than the ‘continuous dispersion- efiects o
common bandwidth value or rangénstead, we must examine gure 5-b.
the resulting bandwidth distribution in queueing terms, analyze
what causes each of the local modes, and what differentiates the
CM from the rest of the local modes. Extending the packet pair technique, the source can send
Figure 5 showsB for the same path when the CT packet siz& > 2 back-to-back packets of size to the sink; we refer
L. is fixed (1500 bytes) and when it varies uniformly in th&® these packets aspacket train of lengthV. The sink mea-
range [40, 1500] bytes:£50%). In the first case, the probingSU"es the total dispersiofA(/N) of the packet train, from the
packet sizel, is also 1500 bytes, while in the second case it St 1O th?vlalstL packet, and computes a bandwidth estimate as
is 770 bytes, i.e., the average of the [40, 1500] rAng&hen b(V) = %- Many such experiments form the bandwidth
all packets have the same size.£7.=1500B), it is simpler to distribution5(V).
explain the local modes in the SCDR. For instance, consider thdf there is no cross traffic in the path, the bandwidth estimates
path? ={100,60,40}, and assume that all packets have thaill be equal to the capacit¢’, as in the packet pair case. Mea-
same size. A local mode at 30 Mbps can be caused by a packeing the capacity of a path using packet trains is required when
interfering with the packet pair at the 60 Mbps link, since in thaihe narrow link is multichanneled [2]. In/achannel link of to-
tal capacityC', the individual channels forward packets in paral-
5More about the selection df in § VI. lel at a rate of_'/k and the link capacity can be measured from

IV. PACKET TRAIN DISPERSION
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Fig. 7. The effect of the packet train length (simulations). Fig. 8. The effect of the packet train length (measurements).

the dispersion of packet trains witki=k+1. Packet trains are Vails in the bandwidth distributiof(V). The reason is that, as
also required to measure thestainable ratef a traffic shapér vV increases, almost all packet trains encounter additional dis-

It may appear at first that using packet trains, instead of pacR&fsion due to CT packets. This also means tfitbest value
pairs, makes the capacity estimation more robust to rand&fV for generating a strong capacity mode/is=2, i.e., to use
noise caused by cross traffic. One can argue that this is tR@cket pairs; anything longer than packet pairs is more likely to
because packet trains lead to larger dispersion values, whichggeadditional dispersion due to cross traffic
more robust to measurement noise. However, this is not the cas® second observation is thats V increasesB(/V) becomes
due to the following reason. Although the dispersibfV) be- unimodal This implies that, whemV is large, the dispersion of
comes larger a8 increases, so does the ‘noise’ in the measur&gcket trains by CT packets is not determined by distinct inter-
values ofA(N), since it becomes more likely that CT packetference cases, forming local modes, but it is determined by the
will interfere in the packet train. This issue was also briefly me@ggregate amount of CT interfering with the packet train.
tioned in [10] (p.259), noting that packet trains should be lessA third observation is thahe range of the distribution, which
prone to noise, since individual packet variations are smoothi&drelated to the measurement variance, decreasesVas-
over a single large interval rather thah-1 small intervalsput creases This means that the variance in the amount of cross
with a largerV the greater the likelihood that a packet train wiliraffic interfering with the packet train decreases, as the length
be dispersed by cross traffic, leading to bandwidth underestirgéthe packet train increases.
tion. A fourth observation is thatyhenN is sufficiently large and

In this section, we present simulation and experimental resultsV') is unimodal, the center of the (unique) mode is indepen-
illustrating the effect ofV in the bandwidth distributiof(~), dent onN. We refer to the center of this unique mode as the
and make some general observations about this relation. FAgymptotic Dispersion Rate (ADR) The fact that ADR does
ure 7 shows the histograms Bf V), for four increasing values not depend on the packet train length means that, for sufficiently
of N, from simulations of the pat® ={100,75,55,40,60,80 large N, the dispersion of the packet traix( V) becomes pro-
with «=80% in all links. Figure 8 shows the histograms gportional toN-1, and thus the packet train length cancels out
B(N), for four increasing values a¥, from Internet measure- from the bandwidth estimate V) = UX—&)&; this observation
ments at the path frorjhana (in San Diego CA) toren (in is explained in the next section for certain special cases.
Newark DE) during June 2000.

A first observation is thatas V increases, the CM and PC- V. ASYMPTOTIC DISPERSIONRATE

NMs become weaker, until they disappear, and the SCDR P41 this section, we present a model for the dispersion of packet

8Traffic shapers, usually in the form of a leaky bucket, limit the capacity ofgam?’* tak'”g into account the cross tr.aﬁ'c in the path. First,
(virtual) link from a peak rate to a sustainable rate after a certain burst size. consider a single hop path= {Cy, C } with Cy > (4, i.e., the



C1 link (‘link-1") is the narrow link. A packet train of lengtiv When the capacities do not decrease along the path, the anal-
is sent from the source to the sink with initial dispersitn =  ysis is more complicated. In the single-hop c&se {Cy, C1}

L(N — 1)/Cy. Letr; be the average incoming rate of crossvith Cy, < (1, there would be an idle spacing of duration
traffic in link-1. The average amount of cross traffic that arrives/Cy — L/C at the exit of link-1 between any two probing

in link-1 duringAg is X; = Agr;. Assuming that the link-1 packets, if there was no cross traffic. The cross traffic can fill
queue is serviced in a FCFS basis, Miecross traffic interferes in the idle space in the packet train, or cause additional disper-
with the packet train packets, and so the average dispersiosiah without filling in all the idle spce. A lowerbound on the

the exit of the narrow link is dispersionA; can be derived if we assume that the cross traffic
5 increases the packet train dispersion beyagdnly after it fills
A= W -DL+X = W -1 (1+ ulﬁ) (5) in all the idle spacing. When this is the case, the dispersion at
C1 C1 Co the receiver is
whereu; = r/C} is the load (utilization) of the narrow link - X 1 1
due to cross traffic. Ay =Ag+ max{c— - (N = 1)L(C— - C—), 0} 9
Consequently, the average bandwidth estimate at the receiver, ! 0 1
that we refer to as the Asymptotic Dispersion R&tds If the cross traffic load is sufficiently lowr( < Ci — Cy),
(N - 1)L c the dispersion is not increased at link-1 (i.&y;=A,), and
R=-——= = = < (1 (6) so R = (C,. Otherwise, the final dispersion becomas =
Ay 14 up &+ (N—1)L Ca . :
0 = (ur + C—l), which gives the same ADR value as Equa-

which is lower than the path capacity. Note ttret ADR is inde- tion 6.

pendent ofV, as noted irf§ 1V, since the amount of interfering  These results can be extended for the casE d¢fops, when
cross trafficX;, and thus the overall dispersiaw, is propor- the cross traffic is path persistent. Specifically, a lower bound
tional to N-1. As shown in Figures 7-d and 8-d, even with then the dispersiorh ; can be derived if we assume that the cross
bursty Pareto cross traffic or with the actual Internet traffic, tgaffic increases the packet train dispersion only after it fills in
value of N' around 10-20 is normally sufficient to produce a nadll the idle spacing between probing packets. Then,

row estimate of?.

i irst | it A =2t i G > G
Some comments on Equation 6 follow. First, if the capacities _ i-17 ¢, i-1 2= b
Cy andC are known, we can measufefrom the dispersion Ai= _ orr; > C;— Ci—1 >0 (10)
of long packet trains, compute the cross traffic utilizatign Aig r < Cp— Ci_y

from Equation 6, and then compute the available bandwidth as i i i )
A = Ci(1 — u). So, the available bandwidth of single hopp'ven the capacities and cross traffic ratgeanhhpp, and since
paths can be estimated, using the dispersion of packet trains that= ~(~V —1)/Co, we can solve recursively fak;, and thus

are sufficiently long to produce a narrow estimaterof This 10" A. o . .

also implies that the available bandwidth is not inversely pro- hen the cross traffic is not path persistent, i.e., CT packets

portional to the dispersion of long packet trains, as was assunf&( the path before the last hop, the dispersion of packet trains

in [1], even for single hop paths. For example, in the path of Fibs- hard to analyze for the same reason: CT packets can interfere

ure 7-d we have thak=15 Mbps, whileA=40(1-0.8)=8 Mbps. M the packet train increasing its dispersion, and then exit the

Second, for capacity estimation purposes, it helps to ‘inje&ath leaving idle space, orqbbles’, between .problng packets.

the probing packets in the path from a higher bandwidth intef€Se bubbles can befilled in by CT packets in subsequent hops,

face (higherCy), since the cross traffic termy € /Cy is then or they can persist until the packet train r.eaches 'Fhe sink. For

smaller. Third, the termu; €1 /Cy is equal toX: /[(N — 1)L], the case of one-hop persistent cross traffic (see Figure 3-b), an

and so, it is equal to the average number of CT bytes interferijgPer @nd a lower bound can be derived forNote that since

with two successive probing packets. the cross traffic is assumed to be one-hop persistent in this case,
These results can be generalized td&mop path withCy > the_ utlllzat'lon of linki is u; = ri/(]i._ qu anH-hop path in

Cy, > ... > Cpg, for the case of path persistent cross trafiwhich all links have the same capacity; it can be shown that

(1. Let r; be the average rate of cross-traffic that enters tHae ADR is

path in link:’. The average dispersion at the exit of linkhen, C C
isA; = A;j_1(Cj-1 + 7)/C;, and the ADR becomes m SR<q T maxi—; g ug (11)
i=1 7 1=1... 2
N —-1)L C
R= ( X ) =—F =l - (7) The lower bound corresponds to the case that bubbles are never
H [ (L +&4) filled in, while the upper bound corresponds to the case that the

bubbles created at the link with the maximum utilization are the

For instance, for the patR= {Co, C1, 2} With Cp > C > only ones that reach the receiver, and that the rest of the path

Ca: ¢, links just fill in (partially) those bubbles.
R = 1 T2 TiT2 (8)
I+ &+t VI. THE SIZE OF PROBING PACKETS

7Since the cross traffic is path persistent (see Figure 3-a), the total cross traffidn this section, we focus on the effect of the packet dize
rateinlinki isy ", | . in packet pair probing. The ‘conventional wisdom’, as reflected



tion of the packet size is not so important.
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220 120 Finally, we note a practical issue that is related to rthia-
200 + Lc : uniform in [40,1500]B 110 Lc : uniform in [40,1500]B . N . . ..
o 180 M o 100 SCDR imum dispersion that the receiver can measu# receiving
g% cm ||/ g ol - host can only measure the dispersion of a packet pair when it
140 £ . . . . .
£ 20| L-1008 < g 701 - is higher thanA,,,. This lower boundA,,, is determined b
2 3 6ol L=1500B i .
g w0 § sof the latency to receive a packet in the OS, to move the packet
£ 80 E ol cM
5 0 /SCDR 5 ol — from kernel to user space throughrecvfrom system call, to
* - mﬂww i timestamp the arrival, and to perform any other operations of
0 0 Do the receiving program before Wiag for the second probing
0 10 20 30 . 40 50 60 70 80 0 10 20 30 X 40 50 60 70 80 . .
Bandwidth (Mbps) Bandwidth (Mbps) packet. Fopathrate we measured\,,, in several different plat-
forms, including Sun Ultra-10 and Pentium-1l workstations run-
(2) L=100 bytes (b) L=1500 bytes ning Solaris 2.6 or Free-BSD 3.2, and the minimum dispersion

A, is in the order of 30 to 4@s. GivenA,, for a specific re-
ceiver, the maximum possible capacity that can be measured for
a packet sizd. is C' = L/A,,. For example, withA,,,=40us

for instance in [1] or [10], is that the optimalis the maximum and L=800B, the maximum capacity that can be measured is
non-fragmented packet size, i.e., fp&th Maximum Transmis- 160 Mbps. On the other hand, when a rough estimate the

sion Unit (MTU)size. The reason is that a highrleads to capacity is known, the packet size should be at IéastC'A,,.
larger dispersion, which in turnis easier to measure, more robust

to queueing delay noise, and less sensitive to the timestamping V!I- A CAPACITY ESTIMATION METHODOLOGY

resolution at the receiver. In this section, we present a capacity estimation methodol-
This previous reasoning, however, does not take into accogly based on the insight developed so far in the paper. This
the effects of cross traffic. A larger packet sizeleads to a methodology has been implemented in a tool capethrate
wider time interval in which a CT packet can interfere with th&he pathratemethodology requires the cooperation of both the
packet pair. Suppose that a packet pair arrives at ailimkh source and the sink, i.e., it is tavo end-point methodology
capacityC;. If a CT packet arrives at linkin the time interval More flexible approaches require access only at the source of
between the arrival of the first and the second probing packetise path, ‘forcing’ the sink to reply to each received packet using
which is of lengthL /C;, it will interfere with the probing pack- ICMP, UDP-echo, or TCP-FIN packets. The problem in those
ets, increasing the dispersidn abover;. The larger the, the approaches is that the reverse path from the sink to the source,
higher the likelihood of an interfering CT arrival, and thus thtéhrough which the replies are forwarded, affects the bandwidth
SCDR becomes more prevalent in the bandwidth distribution measurements, making it hard to decouple the characteristics of
This effect is shown in Figure 9, whefgis shown for a small the two paths. We prefer the two end-point methodology, even
packet {,-=100B), versus a large, Ethernet frame sized, packébugh it is less flexible,dcause it is more accurate.
(L=1500B). The narrow link dispersion, is 15 times smaller  Phase I: Packet pair probing. As shown in§ IV, one is more
in the L=100B case, causing a much weaker SCDR than thieely to observe the capacity mode using packet pairs than using
L=1500B case. packet trains. Consequently, in this phase we use a large number
A minimum sized packet, however, is not optimal either. Asf packet pair experiments to ‘uncover’ all the local modes of
L decreases, the dispersion decreases proportionally, and thukgtbandwidth distributio®8, expecting that one of them is the
becomes more susceptible to distortion at the post-narrow linkdM. Also, as shown ir§ VI, there is a trade-off in the selection
Suppose that=100B,P={40,80; and that a packet pair leavesof the probing packet siz&: smaller packets lead to stronger
the narrow link back-to-back, i.e., with;=20us. It only takes PNCMs, while larger packets lead to a more prevalent SCDR. A
one CT packet, larger than 100 bytes, at the 80 Mbps link poobing packet size df=800 bytes usually leads to the strongest
delay the first probing packet so much that the packet pair d&M in the resulting bandwidth distribution. lmathrate Phase
persion is controlled by that link, i.eA,=10us. In other words, | consists of K;=2000 packet pair experiments using a packet
when L is small, the formation of PNCMs becomes more likelgize of .=800 bytes.
and the CM becomes weaker. This can be seen in Figure 9-aFrom the resulting distribution of bandwidth measurements
note the strong PNCM at 60 Mbps, which is actually strongé; we obtain all the local modes. The numerical procedure for
than the CM at 40 Mbps. On the other hand, there are no signiie identification of the local modes is not described here due to
icant PNCMs wher.=1500B, as shown in Figure 9-b. space constraints. Itis similar to the algorithm described in [10],
Given the previous trade-off in the selection of the packbtit the user has to specify théstogram bin widthu, which is
size, a value of. somewhere in the middle of thie. range is also theresolution of the final capacity estimat#, for exam-
preferred. For instance, compare Figure 9 with the bandwidile, the resolution i&s==2 Mbps, pathratewill produce a final
distribution in Figure 5-b, wheré is set to the average of theestimate that is a 2 Mbps interval. As will be shown later, the
CT packet size rangd.£770B): the CM is strong in Figure 5-bresolution is a critical parameter for the accuracy of the final
compared to both the SCDR and PNCM parts of the bandwid#sult.
distribution. The empirical conclusion from our Internet experi- The sequence of local modés,increasing orderis denoted
ments is that a packet size around 800 bytes leads to the stromgett= {m, m2,...my }. We expect that one of these local
CM in heavily loaded paths. For lightly loaded paths, the selemiodes, sayny, isthe CM (i.e.,C' = my), with the larger modes

Fig. 9. Small versus large packet size in packet pair probing.
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Fig. 10. lllustration of capacity estimation (simulations).

being PCNMs, and the smaller modes being in the SCDR. of
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jhana (CAIDA) to drwho (Zurich), L=1500B

jhana (CAIDA) to

drwho (Zurich), L=1500B

N=2

CM=27Mbps

Il

# of measurements
n w B [
o o o o

i
o

/

N=12

T24Mbps

10 60

20 30 40 50
Bandwidth (Mbps)

(@) N=2

o

] 10

(b) N

20 30 40 50
Bandwidth (Mbps)

60

=N=12

Fig. 11. lllustration of capacity estimation (measurements).

w=1Mbps if C<40M|

bps, w=2Mbps otherwise
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loaded paths, the measurement process terminates and the £84- w=1mbps g™ Mo | mezhibe
pacity estimat& is the unique mode»;. Otherwise, Phase-II %60 o | 7 U
selectsmny, from M. g A g v,
Phase II: Packet train probing. As noted in§ IV, as N in-  § AT g, ;
creases, the CM and the PNCMs are eliminated from the bang-, Ny %ze L
width distributionB(), and the SCDR accumulates all mea-g | &
) becomes unimodal, centered at o: 0

surements. Gradually3(N
the Asymptotic Dispersion Rat®, and the width of this unique
mode is reduced a¥ increases. Lel be theminimumvalue of

N for which B(N) is unimodal. Also, lef¢~,¢*] be the range

of the unique mode, i.e., the bandwidth interval that includes all
the significant values in the ‘bell’ arouni®. The heuristic rule
with which the capacity estimaté is selected is thahe capac-
ity mode is the minimum mode; in M which is higher than
¢t ie.,
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Actual capacity (Mbps)
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Actual capacity (Mbps)

(a) One bin width (b) Two bin widths

Fig. 12. Evaluation of the heuristic of Equation 12.

w=1 Mbps, isM={9,14,17,23,26,29,33,40,44,56,75,90The
minimum N that results in a unimodal distribution6=8, and
the upper threshold of the mode(it=37 Mbps. Consequently,
from Equation 12, the estimated capacity(is ~ 40 Mbps,

The heuristic is based on the following reasoning. First, whéhich is the correct value.

N is sufficiently large forB(N) to be unimodal, almost all ~The distributions in Figure 11 result from experiments in a
packet trains have encountered dispersion due to cross traffigtwork path from San Diego to Zurich (sge/lll). The se-

and sa_t < C. Second, bcauseV is theminimumpacket train quence of modes i is M={9,11,13,15.5, 19.5, 27, 32, 43
length that generates a unimodlV), the range of the unique N=12, and{*=24 Mbps. So, the estimated capacityisy 27
mode is still sufficiently wide to cover all the local modes in th#bps, which is the correct value (sg&/I111).

SCDR of B betweenk andC'. This heuristic resulted from long  In order to evaluate the accuracy of the presented heuristic,
experimentation, and is evaluated later in this section. we simulated theathratemethodology in a number of different

In pathratg Phase Il consists of &>=400 packet train ex- path and traffic configurations, comparing the actual capacity
periments withZL=1500B foreach lengthV. If the resulting ' with the capacity estimaté’. The simulated cases cover a
distribution3(V) is not unimodal V is increased by two, and range of values foff (3 to 15),C; (5 to 125 Mbps)(' (5 to 75
the process repeats. Note thigt is significantly lower than Mbps),«; (0.1 to 0.9),L. (constant or uniformly distributed in
K1, because in Phase Il we only check whether the distributip40,1500]B), and one-hop or path persistent cross traffic. Fig-
is unimodal, instead of estimating the local modes. When thee 12-a shows the results wher1 Mbps. The methodology
length N = N is reached, thepper threshold* is measured, is quite accurate, leading t ~ C, as long as the path capacity
and the capacity estimate;, is determined from Equation 12. is lower than about 40 Mbps.

To illustrate the use of Equation 12, Figures 10 and 11 ShOWFor h|gher path Capacitieé” is lower thanc’ in some cases
the packet pair distributio8 and the unimodal distribution by almost a factor of two. It turns out that these erroneously
B(N) for a simulation and a real network experiment, respefw estimates are usually the first local mode in the SCDR of
tively. The distributions in Figure 10 result from simulating thenat is lower than the CM, and so the assumption that the unique
pathP= {100,70,60,40,55,80,65,90,40,75,90} with one- mode inB(N) includes all the SCDR modes betweBrand '
hop persistent cross traffic. The sequence of modé imith s not always true. This mainly occurs in paths with heavy load
(more than 80%) in the narrow or pre-narrow links.

Figure 12-b shows the results of the same simulations, but

8The exact algorithm for the estimation ff—, ¢*] involves heuristics to
separate measurements in fRebell’ from measurement noise.



TABLE |

when the specified bin widtl is 1 Mbps for lower capacity
MEASUREMENTHOSTS AND THEIR LOCATIONS

paths ' < 40 Mbps), and 2 Mbps for higher capacity paths

(C > 40 Mbps). Note that the estimates are more accurate for | Host | Location |
the high capacity paths with the larger bin width. The few esti- sun Univ.Wisconsin, Madison Wi
mates that are still too low are corrected with an even larger bin jhana CAIDA, San Diego CA

width (w=3 Mbps), at the cost of a wider resolution. The bin zamboni| CMU, Pittsburgh PA
width has this effect because,@asncreases, the weak modes in
the SCDR of3 which are close to the CM, and which cause the
underestimations, tend to merge with the capacity mode.idf

too large, on the other hand, the CM can merge with the SCDR

ren Univ.Delaware, Newark DE
drwho ETH, Zurich-Switzerland

modes and the final estimate will be one of the PNCMs (over- TABLE Il

estimation). In other words, the resolutionhas to be chosen CAPACITY MEASUREMENTS WITHpathrate

based on a rough estimate of the path’s capacity. More work-is . -

needed for an a%aptive selection@g PR T _ ” Sl | jhana | zambon|| ;e0n94 | ggN:§|
There are several features and issues apatitrate that we ;hun igg 112 188'104 318 1 OES 110 27' 28

only briefly mention here. Before Phasephthrategenerates | / ang il 9 16 9-10 16 13 1'4 26-27

packet trains of gradually increasing length to detect multichgnZ2moont 168 112 9;3 102 | 9-10 10;3 26-27

nel links; if there is a steep bandwidth decrease wheim- gen h 25 2-6 26-27 2;3 27 2627 10;3

creases fronk to k + 1, we infer that the narrow link consists_4""no - - - -

of k channels. This initial set of packet trains is also used to
determine the maximum packet train length that the path can
transfer without causing buffer overflows at the routers or theterfaces (100 Mbps).
sender/receiver OS. Note that we avoid packet trains that are to@he pathratecapacity measurements are shown in Table II.
long and cause buffer overflows in order to not affect the crosse measurements in the row of a host refer to the capacities of
traffic, which normally responds to losses using the congestitie paths thatriginatefrom that host. For instance, the capacity
avoidance mechanisms of TCP. estimate for the path frosunto drwhois 28-29 Mbps. The bin
pathrateuses UDP for the probing packets. Additionally, itvidth selection was an ‘educated guess’, in the sensesthats
establishes a TCP connection, referred to asdmérol channel set to 1 Mbps when the bandwidth measurements were mostly
which acknowledges every correctly received packet pair/trabglow 50 Mbps, and to 4 Mbps when the measurements were
and is used for exchange of control information between the twigher. Specifically, all paths that invohambonior drwho
end-points. Any packet pairs or trains that encountered lossgsre measured with=1 Mbps, while the rest of the paths were
are ignored from the measurement process. As a simple forrmadasured witlwb=4 Mbps. The measurements were performed
congestion avoidancpathrateaborts the measurement processduring weekdays and daytime at both ends of the path. The
when it detects significant losses in the path. The time intervabasurements that involekewhowere performed during June
between successive packet pairs or trains is set to 500 msec2600; at that timeaambonivas still connected to a Fast Ethernet.
when pathratesends packet trains with=1500B andN=10, The rest of the measurements were performed during December
the average rate of probing traffic is 240 kbps. 2000, while preparing the final version of this paper.

Currently, the receiving part @lathrateuses user-level times-  We verified some of these measurements, by contacting the
tamping. This often causes bandwidth estimates that are highetwork managers of the involved sites. Specifically, in June
than the bandwidth of the network interface at the receiving ho2000 drwho was still connected to US through a transatlantic
because two closely received packets can be queued at the kegpeNlbps ATM UUnet link operated by SwitthDue to the in-
and then delivered to the application with a small spacing thatislved AAL5 and ATM header overheads, the IP-layer capacity
indicative of the kernel-user bandwidth. These estimates do wétthe link is about 28.3 Mbps for 1500B packets, and about
normally cause errors, since they produce very large modeih4 Mbps for 500B packets. As shown in Table Il, gaghrate
M which are unlikely to be selected ag; . If the receiver’s net- measurements are quite close to this value, in the range 25-29
work interface bandwidth (that iSx) is known, we know that Mbps. pathrateaccurately measures the 10 Mbps capacity of the
the measurements that are higher thgn have been caused atpaths that are connected zambonj with the exception of the

the receiving host end, and so we can ‘clamp’ ther@'ta capacity in the path fromambonio ren which is slightly over-
estimated ('=13-14 Mbps). Unfortunately, we were unable to
VIII. CAPACITY MEASUREMENTS verify the rest of the capacity measurements due to insufficient

In this section, we present a few capacity measurements {qgormation about the involved networks. _ The paths between
ing pathratein a mesh of five hosts in US and Europe. Th&Un jhana andren though, lead to results in the range 90-110
host names and their geographical location are shown in TabIMPPS, implying that the corresponding paths may be limited by
The paths between these hosts cross several academic and &3@f-ast Ethernet network interfaces (100 Mbps) of the measure-
mercial networks, such as the vBNS, Abilene, Dante, CalRef2ent hosts. This is likely to be the case, since the corresponding
UUnet, Cf'"b'e & ert?less, Switch, and the local access ne.twork‘ﬁn fact, the link consisted of two 32 Mbps ATM virtual paths, but a certain
at each sitezambonis connected to a 10 Mbps Ethernet INteMicrofiow could only use one of the two VPs. Later in the summer of 2000 that
face, while the rest of the hosts arenmected to Fast Ethernetink was upgradedto a POS OC-3.
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