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Abstract—
Our earlier measurementsof global name server performance concen-

trated on responsetime measurements.In this paper weexaminethe shape
of responsetime distributions. Thesedistributions often show clear evi-
denceof multipathing behaviour. We also report on improvementsto Ne-
TraMet’ s methodof collectingdata distributions.

I . INTRODUCTION

Sincelate2000we havebeenmakingpassivemeasurements,
observingthe behaviour of the global root and gTLD DNS
servers. We usea NeTraMet meterlocatedat UC SanDiego,
referredto as our UCSD meter[5]. This metermeasuresthe
time interval betweenDNSrequestsandtheircorrespondingre-
sponses[11], producingeitherindividual times,or distributions
(with countsin up to 100 bins), dependingon the numberof
observationsmadein each5- or 10-minuteinterval.

Previouswork [3], hasexaminedthe long-termbehaviour of
theglobalDNS servers,usingstrip chartsto show variationsin
medianrequest/responsetimeandin thenumberof unanswered
requestsfor each5- or 10-minuteinterval. This paper� presentsimprovementsto NeTraMet’scollectionmethod� investigatestheeffectof multipathingonDNSresponsetimes
and� reports preliminary investigations of the shape of the
request/responsetime distributions.

I I . DATA COLLECTION

Thedatausedin this paperwascollectedfrom July 2001on-
wards.We collectedDNS responsetime (RTT) datausingNe-
TraMet[4] [6] meters,with rulesetsto observestreamsof DNS
packetsto andfrom all theglobalroot andgTLD servers.

A. NetworkTopology, MeterLocation

For this paper, our datawasobtainedfrom our UCSDmeter,
asdescribedin [5]. DuringtheyeartheUCSDnetwork topology
changedseveraltimes,changingourability to meterexternalIn-
ternettraffic. Thedatausedfor this paperwascollectedin July
andSeptember2001,anddoesnotappearto havebeenaffected.
However, the datausedto investigateDNS resolver retry be-
haviour wascollectedin January2002. It revealsclearchanges
(discussedbelow) in theroutingof DNSpacketspastourmeter.

Figure1 shows thenetwork topologyat theendof 2001.San
Diego SupercomputerCentre(SDSC,right of figure) hasfour
external links, one to the commodityInternetand threeto re-
searchandhighereducationnetworks. Theexisting OC3ATM
link from SDSCto therestof theUniversity(UCSD,left of fig-
ure) wasreplacedaboutmid-yearby an OC12ATM link. Our
UCSDmeterusesDag 3.2 network interfaces[1] which work

Nevil Brownlee is with The University of Auckland, New Zealandand
CAIDA, SDSC,UC SanDiego,E-mail: nevil@caida.org

Ilze Ziedins is with The University of Auckland, New Zealand,E-mail:
i.ziedins@auckland.ac.nz

OC12 primary link

OC3 secondary link

�������

�	��
 ����
� �����
����� �

�����	��� �
����� � �����

Meter
UCSD

Fig. 1. Network topologyatUCSD,December2001

at OC3or OC12speeds,sowe movedthemeterto observe the
OC12UCSDlink.

Laterin theyear, anOC3ATM link wasaddedbetweenSDSC
andUCSD.That OC3 link is availableasa secondaryconnec-
tion, providing redundancy for theprimaryOC12link. Thesec-
ondarylink is now in everydayuse,whichmeansthatourUCSD
metercanno longerreliablyseeall packetsin andoutof UCSD.
For DNS packets,local routingdeterminesthepathsto eachof
theglobalnameservers;weanalysetheimplicationsfor ourdata
below. In thelong termwe planto install a secondmeteron the
OC3link soasto restoreourability to observeall packetsin and
out of UCSD.

B. RTFMDistributionsin NeTraMet

The‘basic’ RTFM attributes[7] all have scalarvalueswhich
are either static (e.g. FromPeerAddress), or are integer
counters(e.g.ToOctets). RTFM countersarenever reset;in-
steadonereadsan RTFM meterat regular intervals andcom-
putesdifferencesbetweenthe counts. Using countersin this
way allows a meterto bereadasynchronouslyby severalmeter
readers.

RFC 2724[9] extendedthe RTFM datamodelby introduc-
ing distribution-valuedattributes,allowing an RTFM meterto
producedataabouthow an attribute’s value variesover time.
TheRTFM WorkingGroupdecidedthatdistributionvalueswere
moregeneral(andthereforemoreuseful)thansimplestatistics
suchasmean,median,etc. Furthermore,sincea distribution is
simply an arrayof counters,it canbe readasynchronouslyby
multiple meterreaders.

The essential parametersof an RTFM distribution are
shown in figure 2. A distribution is an array of bins (n
bins in the figure). An attribute’s values, in the range�� "!$#&%('  �)�*+)�,.-/-1032124%('  �)�*+)�,�5

, aremappedontothebinsusing
eithera linearor logarithmictransform.Bin 0 countsall values687  "!$#&%('  �)�*+)�,

, andthereis an 9;:=<?>�@ ‘overflow’ bin which
countsall valuesA 032124%('  �)�*+)�,

.
Within theRTFM architecture,eachrule in a rulesetcantest
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Fig. 2. RTFM Distribution parameters.Note that the limits specifythe upper
edgeof eachbin.

a valueundera mask. The ‘value’ and ‘mask’ fields in a rule
areat leastsix byteslong (so asto hold an EthernetMAC ad-
dress).RFC2724specifieshow thecompletesetof distribution
parametersis codedasfieldswithin anRTFM rule asfollows:

Mask bytes:
1 Transform 1 = linear, 2 = logarithmic
2 Scale Factor Power of 10 multiplier for

Limits and Counts
3-4 Lower Limit Highest value for first bin
5-6 Upper Limit Highest value for last bin

Value bytes:
1 Bins Number of bins. Does not

include ’overflow’ bin
2 Parameter-1 } Parameter use depends

3-4 Parameter-2 } on distribution-valued
5-6 Parameter-3 } attribute

Whenwriting rulesetsusingSRL [10] onerequeststhemeter
to build a distributionusingasave statementof theform
save d v attribute = value & mask;

andspecifyingtheparametersusingSRL’s conventionsto indi-
catefield sizein bytes,i.e.� adotindicatesthattheprecedingnumberisaone-byteinteger,� anexclamationmarkindicatesthattheprecedingnumberis a
two-byteinteger, and� thelastfield is thesamewidth asits precedingfield.
For example,wecouldspecify‘short-termbit rate’ [9] distribu-
tionsasfollows:

save ToBitRate = 48.10.0!0 & 1.3.1!24000;
save FromBitRate = 48.10.0!0 & 1.3.1!24000;
# 48 bins, 10s rates, linear, **3 => 1k..24M B/s

ToBitRate andFromBitRate aremeasuredin bitspersec-
ond, themultiplier of 3 convertsthemto kb/s. Theseattributes
useparameter-1 to specifytheinterval for computingrates,
10 secondsin thesave statementsabove.

C. DNSResolverBehaviourat UCSD

TheNeTraMetrulesetwe usefor observingDNS RTT distri-
butionsusestheToTurnaroundTime1 attribute.Theruleset
definesoneflow for eachglobalrootor gTLD nameserver. Each
of thoseflows hasa stream[11] for eachlocal DNS resolver;
thesestreamsmaintaina queueof datablocksfor DNS request
packets.WhenaDNSrequestpacketis observed,its arrival time
(in microseconds)andits DNSidentifieraresavedin theappro-
priatestream’s packet dataqueue.Whena DNS receive packet
arrives,NeTraMetsearchesits stream’spacketdataqueuelook-
ing for a matchingrequestidentifier. If a matchingrequestis

TABLE I

DNS LOOKUPS (I .E. REQUEST/RESPONSE PACKET PAIRS) BY NUMBER OF

RETRIES AT UCSD ON 16 JANUARY 2002

DNS Lookups
No retries 98432 (98.3%)
Oneretry 1584 (1.6%)

Two retries 91 (0.1%)

found, the metercomputestheRTT asthe differencein arrival
time for theresponseandrequestpackets.

From time to time the meterchecksthe packet queuesfor
‘old’ requests;theseare timed out (i.e. deleted)if they have
beenqueuedfor more than ten times the

032124%('  �)�*+)�,
speci-

fied for the RTT distribution. We normally usean RTT range
of 1 .. 700 ms, hencerequestsare timed out after 7 seconds.
Timed-outrequestsarecountedin theflow’sToLostPackets
attribute.

Sometimesa meter may seeresponsepackets when it did
not seea corresondingrequest. In that case,the unrequested
responseis counted in the flow’s FromLostPackets at-
tribute.Unrequestedresponsesindicatethatthemeteris notsee-
ing all traffic in bothdirectionsfor a link – in contrast,timed-out
requestscanbecausedeitherby a failureto seebothdirections
or by lossesin thenetwork.

Sincewe know (figure 1) thatwe areonly meteringthe pri-
marylink betweenSDSCandUCSD,weexpectto observepath
asymmetriesfor someof theglobalnameservers.To determine
the effect of this on our RTT data,we modifiedthe NeTraMet
meterto log copiesof its DNSpacketdata.On16January2002
we collectedaboutsevenhoursof DNS requestsandresponses,
with onedatarecordfor eachDNS (UDP) packet. Eachrecord
contains

Local DNS resolver address = SourcePeerAddress
DNS request ID (2 bytes)
Arrival Time (microseconds)
Global server address = DestPeerAddress
DNS parameter (2 bytes)

For thosesevenhourswe observed111local resolversactive
on the UCSD campus.The numberof successfullookups(i.e.
request/responsepacketpairs)is shown in tableI.

We observedsimilar behaviour for unansweredrequests,but
suchcountsareunreliablebecausewe cannotbe surewhether
or not a responsewasdeliveredvia anotherpath (in our case,
UCSDsOC3 secondarylink). Nonetheless,noneof our local
resolversattemptedmorethan two retries. RecentlyJunget al
[2] have observedDNS lookupsinvolving up to 12 retransmis-
sions.Their results,however, arefor all nameserversqueriedby
their local resolvers,whereasours(showing a maximumof two
retries)areonly for theglobalroot servers.

In the following examplesthe recordsaresetout with their
fields in the order listed above. Times are shown in seconds
andms, DNS identifier andparameterareshown asfour-digit
hexadecimalnumbers.A requestpacket hasa zerohigh-order
bit in its parameterfield.

Normal behaviour for a resolver is to senda requestandre-
ceivea responsefrom thesameglobalserver, e.g.

LocRes1 0001 003879.297 C gTLD 0000



LocRes1 0001 003879.373 C gTLD 8000

LocRes1 0004 008977.691 M gTLD 0000
LocRes1 0004 008977.900 M gTLD 8000

Here local resolver LocRes1 sent requeststo the C and M
gTLD servers,andrecivedresponseswithin a few hundredmil-
liseconds.

Resolver retry behaviour dependson theresolver implemen-
tation.A typical exampleis:

LocRes2 44fd 017923.609 G root 0000
LocRes2 44fd 017927.125 I root 0000
LocRes2 44fd 017931.126 B root 0000
LocRes2 44fd 017931.132 B root 8000

In this caseLocRes2 senta requestto theG root. After about
3.5secondsit sentthesamerequest(i.e.a requestwith thesame
identifier) to the I root. 4 secondslater it retriedto the B root,
andgotaresponse.Wedescribethisas‘normal’ retrybehaviour.

Occasionallywe saw non-standardretry behaviour, in which
a resolversentduplicatepacketsto thesamenameserver, e.g.

LocRes3 0364 003795.650 J gTLD 0000
LocRes3 0364 003795.650 J gTLD 0000
LocRes3 0364 003795.772 J gTLD 8000

LocRes3 6850 007116.567 C root 0000
LocRes3 6850 007116.567 C root 0000
LocRes3 6850 007120.330 D root 0000
LocRes3 6850 007120.330 D root 0000
LocRes3 6850 007120.401 D root 8000

HereLocRes3 senttwo copiesof its requeststo the J, C and
D roots,andreceiveda reply for eachrequest.This behaviour
is clearly implementation-dependent,we only observedit for a
few of UCSD’s local resolvers. We have alsoobserved a few
evenmorebizzareretry behaviours.

Duplicated requests will disrupt NeTraMet’s response-
matchingalgorithm. Becausethe secondrequestis placedat
the headof the packet dataqueue,it will be matchedby the
first response,giving a shorterthanexpectedrequest/response
time. During the observationperiodcoveredby tableI we ob-
served 260 duplicaterequest/responsepairs, i.e. 0.3% of the
total lookups. We do not believe that this percentageis high
enoughto haveany significanteffecton ourRTT data.

D. AsymmetricRoutingof DNSpacketsat UCSD

We have alsousedthe DNS packet datadescribedabove to
investigatethepathsof requestandresponsepacketsby building
tablesof requestsandresponsesfor eachlocal resolver, andfor
eachglobalnameserver.

Thelocal resolversall seemto behavein muchthesameway,
i.e. we did not find any unusualDNS traffic patternsamongst
them.We thereforesummarisedtherequest/responsecountsfor
eachglobalnameserver. Wefind thatin January2002ourUCSD
meterneversaw requeststo F root, it only seesresponses.Sim-
ilarly, it saw many requeststo G gTLD, but very few responses.
Bothof theseareclearexamplesof asymmetricrouting.

Suchasymmetricrouting hasa definiteimpactfor our work
on globalnameserver performance.In particular, we cannotbe
sureof the ‘requestloss’ rateto any global server, andwe are
unableto measureRTTs for somesevers. However, the sec-
ondarylink only appearsto have beencarryingtraffic from the

beginningof 2002;wewill install ameteron thesecondarylink
assoonaspossible.

For this paper, our datawascollectedaroundbetweenJuly
andSeptember2001.ThemedianRTT stripchartspresentedbe-
low aregenerallysimilarto thosein ourearlierwork [3], i.e.they
werenot affectedby changesin theUCSDnetwork topology.

E. ‘Dynamic’ Distributionsin NeTraMet

Using a set of bins with fixed upperbounds,as described
above, works well mostof the time, but it presentsdifficulties
if one wantsto observe small variationswithin a single flow,
e.g. for a single nameserver. This is becausethe root name-
server responsetimescover a wide range,15 ms to about200
msor more.On theonehand,wewantto usethesamescalefor
all thenameservers(to simplify comparisons),ontheotherhand
we often find that all the countsfor a nameserver areclumped
into a verysmallproportionof thedistribution’sbins.

One way around this problem would be to use different
boundsfor eachof the servers. That would provide betterres-
olution,but it would make our rulesetsmorecomplex, andthus
moredifficult to maintain.

To avoid having to seta wide bin range,therebygiving away
the fine detail we want for eachflow, we have deviseda ‘dy-
namic’ distribution managementschemefor NeTraMet. This
storesindividual datavaluesasthey arrive, until we run out of
spaceto storethem.At thatpoint we computesuitablebounds,
derivedfrom theobserveddata,andinitialisetheresultingfixed-
bin distributionwith thedatavalues.

In anSRLruleset,onespecifiesthescalefactorandboundsas
usual.

 "!$#&%('  B)�*+)�,
and

0C2C24%('  B)�*+)�,
areheldas

 �!$#8%D'E �)�*
and032124%('E B)�*

, togetherwith F , thespecifiedrange,i.e.
0C2C24%('E B)�*HG �!$#8%D'E �)�*

.
We begin by saving eachdatavalue in the spaceallocated

for thedistribution’sbins,andupdating
*+) 9 IKJ  and

* J3L I3J  
(theattribute’s maxandmin datavalues).By default themeter
hasspacefor at most100bins,sowe canstoreup to 100data
values.

Whenwe reachthe <DMN<(O�> datavalue,we copy thevaluesinto
a temporaryarray, determinesuitabledistribution bounds,and
placethedatavaluesinto theirappropriatebins.After that,each
new datavaluegoesinto theappropriatebin,exactlyasif wehad
specifiedfixedboundsin our ruleset.We usea lineartransform
for dynamicdistributions.Sincetheboundsarechosenautomat-
ically thereis very little needfor a logarithmictransform.

When we come to chooseboundsfor a dynamic distribu-
tion, we set them to

*+) 9 ��*P) 9 IKJ  QG FSRUTWV  "!$#&%('E B)�*YX
and* JCL IKJ  :ZFSR$[ ; i.e. we pick valueswhich allow someroom

for ‘outlier’ pointsat theendsof therangewe have seensofar.
This usually works well, but pathologicalcasesdo arise. We
havenotyet beenableto find amoreeffectivestrategy.

When a dynamicdistribution is readby a NeTraMet meter
reader, it returnsavalueof the‘transform’parameterto indicate
whetherit is a setof actualvaluesor an arrayof counters(to-
getherwith thechosenupperandlowerbounds).TheNeTraMet
‘transform’parametervaluesare:

1 linear } as above
2 logarithmic } (RFC 2724)



4 dynamic request Use in SRL program

5 actual values } Returned by
6 array of counters } meter reader

(limits set from data values)

After thedistributionvaluesarereadby ourmeterreader, the
meterresetsthemto zeroandbegins to build thenext dynamic
distribution,asabove. Sinceresettingdistributionvaluesin this
way breaksthe RTFM model,whereall datais assumedto be
heldin counterswhich only ever increment,it canonly beused
with a singlemeterreader. We areconsideringwaysof mak-
ing this approachwork with multiple meterreaders,but for our
currentprojecta singlemeterreaderis sufficient.

F. StripChartsof RootandgTLD ResponseTime

Thedatafor this paperwascollectedusinga NeTraMet rule
setbasedontheonedescribedin [11]. Becausewewishedto de-
terminewhethertherearedifferencesin thebehaviourof thevar-
iousIP networks(i.e. blocksof IP addresses)insideUCSD,we
modifiedthe rulesetby addinga statementto save eachflow’s
SourcePeerAddress,which in this context is theIP network ad-
dressfrom whichDNS requestsaresent.

Sinceourflow datafilescanincludeseveraldifferentflowsfor
eachglobalserver(onefor eachdifferentSourcePeerAddresses)
wewroteaperlprogramto combinethedistributionsfrom such
flows. The result is a ‘combined’ flow datafile, with a single
flow for eachglobalserver. Figures3 and4 show ‘strip charts’
of overall DNS round-trip time (i.e. medianrequest-response
times)for 10-minuteintervalsduringtheeightdayswecollected
our data.
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Fig.3. DNSrootperformance:responsetimesobservedatUCSDfor eightdays
from Sunday, 23September2001

Examining the root traces,three featuresstandout. First,
seven serverswereperformingwell (A, D, F, H, J, L andM),
i.e. they had low responsetimes which were mostly steady.
Second,several serversshow varioustypesof overloadingbe-
haviour. B, C andG showed consistentlyhigh responsetimes,
with no differencebetweenweekdaysandweekends. E, I and
K hadperiodsof a few days(mostly weekends)whenperfor-
mancewasreasonable,but muchhigherresponsetimes(usually

duringtheweek).Third, severalservers,especiallyF, G, L and
M hadshortperiodswhenresponsetime wasnoticeablyhigher
thanusual.Sincetheseperiodscoincideacrossseveralservers,
they aremostlikely causedby network congestion,ratherthan
overloadingat individualservers.

Verisign

JPNIC, Ca

AOL

Verisign

Netscape

Palo Alto

NSI

UK

Stockholm

Tokyo

London

Verisign

Hong Kong

Sun 23 Mon 24 Tue 25 Wed 26 Thu 27 Fri 28 Sat 29 Sun 30 Mon 01

A

B

C

D

E

F

G

H

I

J

K

L

M

Time: Day dd (UTC)

gTLD Response Time at UCSD from Sun 23 Sep 2001, scale 0-200 ms

 Median of 10-min samples

Fig. 4. DNS gTLD server performance:responsetimesobservedat UCSDfor
eightdaysfrom Sunday, 23September2001

ThegTLD traces(figure4) aremoreconsistentthantheroots.
They do not show any obvious server overloadingeffects,but
they doshow short-termincreasesin round-triptime,atthesame
timesas thoseobserved for the roots. This behaviour is most
likely causedby network congestionin a commonpart of the
network pathsfor theseglobalservers.

I I I . FITTING DISTRIBUTIONS

Some preliminary data collection and analysis of DNS
requestresponsetimeshadbeendonefor anearliersetof data
using bins with fixed upperbounds. Gamma,lognormaland
Weibull distributionswerefitted, but no singledistribution was
always succcessful,although it seemedthat the best choice
of distribution might dependon the server. For instance,the
Weibull gavethelargestnumberof goodfits for A root,whereas
the lognormalappearedto fit someof the F gTLD databetter.
This preliminary fitting of distributionswas complicatedboth
by thesmallnumberof responsesobservedin somefive-minute
periods;andthenarrow rangeof someof theobserveddistribu-
tionscomparedwith thefixedboundschosenfor thebins,which
led to high countsin just a few bins. Thedynamicdistribution
managementschemehasovercomebothof thesedifficulties.

A particularlyinterestingfeatureof thedynamicdistribution
schemeis thatit storesresponsetimesin theorderin whichthey
werecollected,aslong asthereareno morethan100of them.
Thusit is possibleto generatetimeseriesplotsof DNSresponse
timesfor those10minutecollectionintervalswherethenumber
of responsesis below 100. Note that theobservationsfor these
plotsaretakenat unequalintervals.

We begin by giving somerepresentativeplotsof someof the
behaviours thatwerecommonlyobserved. The right-handcol-
umn of figure 5 containstime seriesplots of requestresponse
timesfor L root from subnetwork 1 for asequenceof 10minute



intervals,beginningwith the10 minuteinterval 3:40-3:50a.m.
on Thursday27th September, andendingan hour later at 4:40
a.m. The left-handcolumnof the samefigure givesthe fitted
densityusingthe function densityin R with default parameter
settings.The statisticalpackageR [8] hasbeenusedto do the
analysisandgenerateall of the plots in the remainingsections
of thepaper.

0 50 100 150

0
.0

0
0

.1
0

0
.2

0

a)  3:50 a.m.

N = 62   Bandwidth = 0.7282

D
e

n
si

ty

0 10 20 30 40 50 60

2
0

6
0

1
0

0
1

4
0

L root, 27th September, 03:50 a.m.

m
ill

is
e

co
n

d
s

0 50 100 150

0
.0

0
0

.0
5

0
.1

0
0

.1
5

b)  4:00 a.m.

N = 73   Bandwidth = 0.9112

D
e

n
si

ty

0 10 20 30 40 50 60 70

2
0

6
0

1
0

0
1

4
0

L root, 27th September, 04:00 a.m.

m
ill

is
e

co
n

d
s

0 50 100 150

0
.0

0
0

.0
4

0
.0

8
0

.1
2

c)  4:10 a.m.

N = 69   Bandwidth = 1.44

D
e

n
si

ty

0 10 20 30 40 50 60 70

2
0

6
0

1
0

0
1

4
0

L root, 27th September, 04:10 a.m.

m
ill

is
e

co
n

d
s

0 50 100 150

0
.0

0
0

.0
2

0
.0

4

d)  4:20 a.m.

N = 61   Bandwidth = 4.398

D
e

n
si

ty

0 10 20 30 40 50 60

2
0

6
0

1
0

0
1

4
0

L root, 27th September, 04:20 a.m.

m
ill

is
e

co
n

d
s

0 50 100 150

0
.0

0
0

0
.0

0
5

0
.0

1
0

0
.0

1
5

e)  4:30 a.m.

N = 63   Bandwidth = 10.6

D
e

n
si

ty

0 10 20 30 40 50 60

2
0

6
0

1
0

0
1

4
0

L root, 27th September, 04:30 a.m.

m
ill

is
e

co
n

d
s

0 50 100 150

0
.0

0
0

0
.0

1
0

0
.0

2
0

f)  4:40 a.m.

N = 46   Bandwidth = 5.637

D
e

n
si

ty

0 10 20 30 40

2
0

6
0

1
0

0
1

4
0

L root, 27th September, 04:40 a.m.

m
ill

is
e

co
n

d
s

Fig. 5. L Root,sampleending0440,27September01 (UTC) showing increase
in DNSrequestresponsetimesovertheperiodof anhour, with fitteddensity
usingR

If we examinethe plot for the first 10-minuteinterval, from
3:40-3:50a.m., we seethat there is relatively little variation
aboutthe mean. The meanis 22.95milliseconds,the sample
standarddeviation 1.85,andtheskewness0.54. Figure6 gives
qqplotsfor thenormal,Weibull, gammaandlognormaldistribu-
tions(from left to right). Both theWeibull andgammadistribu-
tionsgive a reasonablefit in this case.Thegammadistribution
hasestimatedshapeandscaleparameters2.71and18.64respec-
tively, with locationparameter19.4.Thisbehaviour is typicalof
lightly loadedroutes,with a gammadistribution with a positive
locationparameteroftengiving a reasonablefit.

Thesequenceof plotsfor thewholehourclearlyshow thatthe

responsetimesincreasedconsiderablyover this period.Indeed,
for the final 10-minuteinterval, the datahave mean91.67mil-
liseconds,samplestandarddeviation14.59with skewness-0.27.
Theqqplots(whichwedonotgivehere)indicatethatabetterfit
is obtainedwith thenormaldistribution thanthegammafor this
interval. The increasein requestresponsetimes over this pe-
riod wasalsoseenby D, F, G andM rootservers(seeFigure3),
i.e. it happensduring a periodof network congestioncommon
to thoseservers.

In somecases,the increasein requestresponsetimes is to
a level that is many times the baselevel. Figure 7 gives the
distributions for a sequenceof 10 minute intervals on E root
on 24 September(again,this increaseis clearly visible on the
strip chartin Figure3). In figure7 a) themedianis around16

a)   06:40 a.m.

0
.0

0
0

.1
0

0
.2

0

b)   07:10 a.m.

0
.0

0
0

.0
5

0
.1

0
0

.1
5

c)   07:20 a.m.

0
.0

0
0

.0
4

0
.0

8

0 50 100 150 200 250

0.
00

0
0.

01
0

0.
02

0

d)   08:00 a.m.

N = 89   Bandwidth = 7.253

De
ns

ity

e)   08:30 a.m.

0.
00

0.
02

0.
04

0.
06

0.
08

Fig. 7. E Root,samplesending0830,24September01(UTC) showing anorder
of magnitudeincreasein responsetimes.

milliseconds,with someexcursionsabove this, and the distri-
bution is right skew. Figures7 b) - e) show the responsetime
distributionsgraduallyincreasingto a level wherethemedianis
about200milliseconds,thatis, anorderof magnitudehigher, at
which it remainsfor the restof the day. In theseplots mostof
the10 minuteintervalshave hadmorethan100responsetimes
recorded– thedataarebinned,andtheplot is now a barplotin-
steadof a time seriesplot. However, notethat it is possibleto
visually comparethefitted densityfor thetime seriesdatawith
thatof thebarplots.
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Fig. 6. L Root,sampleending0350,27 September01 (UTC), Q-Qplotsfor Normal,Weibull, GammaandLognormaldistributions(readingfrom left to right).
GammaandWeibull give thebestfit.

If we comparethe distributions for Monday, 24 September
with responsetime distributionson Sunday, 23 September(see
e.g. thosegivenin figure8), we seethaton Sundaythey mostly
remainat thelowerlevel for thewholeday. NotethatpingsonE
root take about30 milliseconds,on average– thehigh levelsof
responsetimesseenfor muchof theworking weekareanorder
of magnitudegreaterthanthis.
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Fig. 8. E Root,sampleending2200,23 September01 (UTC) showing typical
behaviour for a daywith light loading.

Theplot in figure8 b) of responsetimesis abehaviour thatis
verycommonlyseen.Fairly long periodsof low responsetimes
areinterruptedby shortclustersof longerresponsetimes. The
tail of the distribution dependsheavily on how many of these
clustersarepresentandhow long they are.We foundthatif the
higher-valuedclustersareomitted,thenthegammadistribution
oftengave a reasonablefit to thedata. In general,however, no
singledistribution appearsto give a consistentlygoodfit to the
data.

A. Multimodalbehaviour

A particularlystriking featureof thedatais thatwe seeclear
evidenceof multipathing,evenover very shorttime spans.We
haveobservedthis effect in datacollectedoverseveralweeks.

We observedtwo generalkindsof multipathingbehaviour:

(a) Several clear modes,with round trip times differing by
about10 milliseconds.

(b) A shift from one modeto another, with round trip times
differingby hundredsof milliseconds.
Onereasonableexplanationfor thefirst behaviour is theuseof
loadbalancingby network operatorsto spreadtraffic acrosssev-
eral paths. Our observationssuggestthat this practiceis sur-
prisingly widespread.The secondsuggestseithera significant
changein routingalongthepathor achangein serverbehaviour
– overloadingof theserverseemsthemorelikely explanation.

A plot showing requestresponsetimes in July 2001for the
wholeUCSDnetwork is givenin Figure9. This is anexample
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Fig. 9. I Root,sampleending0330,9 July 01 (UTC) showing preferredvalues
of theresponsetimes:webelieve thatthesearedueto multipathing.

of the first kind of behaviour. We observe that therearepre-
ferredvaluesof the responsetimes: we believe that theseare
dueto multipathing.It is evidentfrom figure9 thatmultipathing
canproducemultipleroutechanges(whichmanifestasdifferent
DNS responsetimes)over relatively shortperiodsof time. We
haveseenthispreferred-valuebehaviouroccurringfor severalof
theroot serversandgTLDs. K andM gTLDs exhibitedchang-
ing levels in responsetimesin mostof the 10 minuteintervals
for whichwehaddata;I andL gTLDs in many of the10minute
intervals;andoccasionallyrapidswitchingwasalsoseenfor A,
B andE root servers,andA, C, F andG gTLDs. We notethat
somerouteshadso little dataavailable that it would not have
beenpossibleto detectthisbehaviour if it werepresent.

In thosecaseswheremultipathingwasclearlypresent,wefit-
teddistributionsseparatelyto thedifferentresponsetimemodes.



Again,agammadistributionwasmostoftenfoundto givearea-
sonablefit, with theWeibull alsogivingagoodfit onmany occa-
sions.However, thefrequentpresenceof verydifferentresponse
timemodesmeansthatfitting adistribution is non-trivial, andit
would bemoredifficult to implementthis asanautomaticcom-
putation.

B. Subnetworks

In our Septemberdatacollection, DNS requesttimes were
also classifiedaccordingto the subnetwork from which they
originated. We found that the distribution of requesttimesfor
someof the gTLDs couldvary betweendifferentsubnetworks.
An exampleof this is givenin figure10 below, whereresponse
timesfrom subnetwork 1 areall above85.9msecs(with oneout-
lier of 354.9msecswhich hasnot beenplotted),whereasthose
from subnetwork 2 all lie in therelatively narrow rangeof 84.2
to 85.4milliseconds.

Since the traffic from all our meteredsubnetworks goes
throughtheSDSCrouter, differencesfor subnetwork roundtrip
timesshouldnotbecausedby routingdifferences.Thissuggests
thatthey arecausedby loadbalancingat theservers.

0 20 40 60 80

80
10

0
12

0
14

0
16

0
18

0
20

0

subnetwork 1

D
N

S
 r

es
po

ns
e 

tim
e 

(m
ill

is
ec

on
ds

)

0 5 10 15 20 25 30 35

80
10

0
12

0
14

0
16

0
18

0
20

0

subnetwork 2

D
N

S
 r

es
po

ns
e 

tim
e 

(m
ill

is
ec

on
ds

)

Fig. 10. F gTLD, subnetworks1 and2, sampleending0450,26 September01
(UTC)

The different responsetime modesobserved for the whole
network werealso visible for individual subnetworks. Fig 11
givesa10minuteinterval from K gTLD subnetwork 1. K gTLD
displayedsuchbehaviour consistentlyandrepeatedlyover long
periodsof time. This appearsto be type a) multipathing,asin
figure9.

C. CommonPaths

On severaloccasionsit waspossibleto observe very similar
behaviour for severaldifferentroot serversand/orgTLDs at the
sametime.

For instance,on 26th September, in the 10-minuteinterval
endingat03:10,anincreasein theresponsetimeswasnotedfor
F, J andL rootsandC, D, F andG gTLDs. Figure12 givesthe
time seriesplotsof responsetimesfor someof theseroutes.It
mustberememberedthatthesearetimeseriesplots– thereis no
recordof whenin theinterval theresponsetimesweregathered,
just thesequencein which they weregathered.Thus,although
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Fig. 11. K gTLD subnetwork 1, sampleending0310,26September01 (UTC)

the increasesappearto occursimultaneously, it is possiblethat
they occurredatverydifferenttimeswithin theinterval.

On occasion,it appearsthat multipathingmay be occurring
simultaneouslyon several routes. An exampleof this is in the
10-minuteinterval endingat 0700on 26 September, for A, C
andpossiblyalsoM gTLDs – seefigure 13. Note that the or-
der of magnitudeof the changeappearsto be the samefor all
plots,which suggeststhat thepathsto thesethreeserversshare
a commonmulipathedsection.

IV. SUMMARY

We describean improved methodof collecting data,which
entailsstoringtheactualdatavaluesobtainedduringacollection
interval, aslong asthereareno morethan100observations.If
therearemore than100 observations,they arestoredin bins,
theboundsfor which arecalculateddynamicallyusingthefirst
100 observationsasa guide. Resolver retry behaviour, andits
effectson NeTraMet’s DNS requestresponsepacket matching
is discussed.

Our improvedmethodof collectingdistributiondataprovides
greatly improved fine detail for our DNS responsedata. We
have observedclearevidenceof multipathingin around50%of
servers and we are surprisedat how commonthis is. Multi-
pathingmeansthatfitting a singlecommondistributionwill not
bepossible,andautomaticfitting wouldbenontrivial. Wefound
thata gammadistribution with a locationparameteroftengives
a goodfit, at leastfor identifiedmodes,with the Weibull also
giving agoodfit on many occasions.

For monitoringpurposes,medianandinterquartilerangefor
theresponsetimesmightbesufficient,possiblywith somemea-
sureof skewnessaswell; usingthesesummarymeasurescould
reducenetwork datacollectionoverheads.However, we would
thenrequireanew algorithmsothatametercouldcomputeper-
centilesfor ‘the lastn minutesof data.’
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Fig. 12. sampleending0310,26September01(UTC) showing possiblysimul-
taneousincreasein responsetimesonF, J,L rootsandC gTLD.
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Fig. 13. sampleending0700,26September01 (UTC) showing possiblysimul-
taneousmultipathingonA, C subnetwork 1, C subnetwork 2 andM gTLDs
(from top to bottom). Note that heresubnetworks 1 and2 both seemto
experiencesimultaneousmultipathingto C gTLD.


