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WHAT IS IT?

•A “/0” scan from a botnet
•Observed by the UCSD telescope (a /8 darknet)
•Scanning SIP Servers with a specific query on UDP 
port 5060 and SYNs on TCP port 80

Feb 2011
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1 2011−02−02 1 2 : 1 5 : 1 8 . 9 1 3 1 8 4 IP ( t o s 0x0 , t t l 36 , i d 20335 , o f f s e t 0 , f l a g s [ none ] , p r o t o UDP ( 1 7 ) , l e n g t h
412) XX. 1 0 . 1 0 0 . 9 0 . 1 8 7 8 > XX. 1 6 4 . 3 0 . 5 6 . 5 0 6 0 : [ udp sum ok ] SIP , l e n g t h : 384

2 REGISTER s i p :3982516068@XX. 1 6 4 . 3 0 . 5 6 SIP / 2 . 0
3 Via : SIP / 2 . 0 / UDP XX. 1 6 4 . 3 0 . 5 6 : 5 0 6 0 ; b r a n c h =1F8b5C6T44G2CJt ; r p o r t
4 Conten t−Length : 0
5 From : <s i p :3982516068@XX. 1 6 4 . 3 0 . 5 6 > ; t a g =1471813818402863423218342668
6 Accept : a p p l i c a t i o n / sdp
7 User−Agent : A s t e r i s k PBX
8 To : <s i p :3982516068@XX.164 .30 .56 >
9 C o n t a c t : s i p :3982516068@XX. 1 6 4 . 3 0 . 5 6

10 CSeq : 1 REGISTER
11 Ca l l−ID : 4731021211
12 Max−Forwards : 70

Figure 1: Example of the payload of a UDP packet generated by the sipscan (line 1 is tcpdump output [5] with timestamp and information from IP and UDP
headers). The payload contains a SIP request to register a user on the contacted host. A variant of the signature (which we also matched) has the string ”:5060”
appended to the ”Contact: ” header field (line 9). In the figure we replaced the value of the most significant byte of the destination address with ”XX”.

ets (left axis) and the number of unique IPs per hour (right
axis) sending such packets to addresses in the UCSD Net-
work Telescope. The scan goes through different phases over
approximately 12 days: it starts with a packet received on
Monday 31 January 2011 at 21:07 UTC, and ends with a
sharp drop of packets on Saturday 12 February around 15:00
UTC. A hundred residual packets were observed in the fol-
lowing two days. During the scan, peaks of 21000 hosts with
distinct IPs probed the telescope’s /8 address space in a sin-
gle 5-minute interval.

# of probes (1 probe = 1 UDP + multiple TCP pkts) 20,255,721
#of source IP addresses 2,954,108

# of destination IP addresses 14,534,793
% of telescope IP space covered 86,6%

# of unique couples (source IP - destination IP) 20,241,109
max probes per second 78.3

max # of distinct source IPs in 1 hour 160,264
max # of distinct source IPs in 5 minutes 21,829

average # of probes received by a /24 309
max # of probes received by a /24 442

average # of sources targeting a destination 1.39
max # of sources targeting a destination 14
average # of destinations a source targets 6.85

max # of destination a source targets 17613

Table 1: Summary of the scanning event characteristics. The scan origi-
nated from almost 3 million distinct IP addresses and hit about 14.5 million
addresses of the address space observed by the UCSD Network Telescope.

Table 1 lists the main characteristics of the scan. The por-
tion of the scan observed by the UCSD Network Telescope
involved around 3 million distinct source addresses, generat-
ing 20 million probes – we define a probe as a UDP scanning
packet with the payload signature from Figure 1, plus TCP
SYN packets to the same destination. These probes covered
more than 14.5 million target IP addresses, that is, 86.6% of
the darknet address space.

3.2 Verification of unspoofed source addresses
Because darknet addresses do not respond to received pack-

ets, we cannot generally assume that packets are not using
spoofed (fake) source IP addresses. Effective scanning re-
quires the use of real source addresses to receive responses,

so there is reason to assume that these IP addresses are not
spoofed. Conversely, evidence that the addresses are not spoofed
would increase our confidence in the hypothesis that this be-
havior is in fact a large-scale scan. We found the follow-
ing evidence that the observed packets were not actually
spoofed.

• In [19] we studied the country-wide outage that oc-
curred in Egypt between the 27th of January and the
2nd of February 2011. During the last two days of the
outage - which overlap with the period of activity of
the sipscan - most of the country was completely iso-
lated from the rest of the Internet. We verified that no
sipscan packets with source IP addresses that geolo-
cated to Egypt were observed by the telescope during
the outage. Figure 3 shows the re-announcement of all
the BGP prefixes geolocated to Egypt that were with-
drawn during the outage (continuous line, left y axis),
and the packet rate of UDP packets from the sipscan
geolocated to the same country (dashed line, second y
axis). The graph shows Egyptian hosts contributing to
the scanning activity only after the country is recon-
nected to the Internet. We used the same methodology
described in [19] to analyze BGP data from the RIPE
RIS [3] and Routeviews [60] repositories, and geolo-
cation data from MaxMind [41] and Afrinic [1].

• Random IP spoofing would use also source IPs from
our /8 darknet set of addresses, which we never see
in this set of packets. We also mapped the source ad-
dresses of the scan to originating ASes (autonomous
systems, or independent networks in the global routing
system) using BGP data, and verified that they matched
only assigned ranges of IP addresses.

• In Section 3.4 we analyze source port numbers in transport-
layer headers from selected scanning bots. The con-
sistency of these parameters over time suggests that
the source addresses are not spoofed: IP spoofing re-
quires the use of raw sockets and usually involves ran-
dom selection of spoofed addresses, whereas the pro-
gression of source ports followed by these bots is typ-
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SIPSCAN

•Payload Signature
•Unspoofed
•Botnet
•/0 Scan
•Progression
•Bot Turnover
•Coverage vs Overlap

Anatomy of the scan
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SIPSCAN

•Thanks to Saverio Niccolini @NEC  (involved in IETF WGs on SIP) for brainstorming
•Thanks to Joe Stewart @SecureNetworks for finding the binary of the malware
•Matches a downloadable component of the Sality botnet documented by Symantec

UDP payload
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3.1.3 Packet signature

An example of the packet signature of the scanning event is presented in Figure
3.1. All the packets are IPv4, sent to the UDP port 5060 and contain the string
“Contact: sip” in the payload followed by a ten digits number without information
on the port. These packets have been filtered from the total traffic of the darknet
thanks to a software tool developed in collaboration with Michele Russo [67].

2011−02−02 12 : 15 : 18 . 913184 IP ( to s 0x0 , t t l 36 , id 20335 , o f f s e t 0 ,
f l a g s [ none ] , proto UDP (17) , l ength 412) XX. 1 0 . 1 0 0 . 9 0 . 1 8 7 8 > XX
. 1 6 4 . 3 0 . 5 6 . 5 0 6 0 : [ udp sum ok ] SIP , l ength : 384

REGISTER s i p :3982516068@XX. 1 6 4 . 3 0 . 5 6 SIP /2 .0
Via : SIP /2 .0/UDP XX. 1 6 4 . 3 0 . 5 6 : 5 0 6 0 ; branch=1F8b5C6T44G2CJt ; rpor t
Content−Length : 0
From : <s i p :3982516068@XX.164 .30 .56 >; tag

=1471813818402863423218342668
Accept : a p p l i c a t i o n /sdp
User−Agent : As t e r i s k PBX
To : <s i p :3982516068@XX.164.30 .56 >
Contact : s i p :3982516068@XX. 1 6 4 . 3 0 . 5 6
CSeq : 1 REGISTER
Call−ID : 4731021211
Max−Forwards : 70

Figure 3.1 – Example of SIP packet of the scan.

The content of the packet is a malformed SIP REGISTER request. In fact in
RFC 3261, in the part dealing with the construction of a REGISTER request, is
specified that [5]:

“The following header fields, except Contact, MUST be included in a REGISTER

request. A Contact header field MAY be included:

• Request-URI: The Request-URI names the domain of the location service for

which the registration is meant (for example, "sip:chicago.com"). The "user-

info" and "@" components of the SIP URI MUST NOT be present.

• To: The To header field contains the address of record whose registration is to

be created, queried, or modified. The To header field and the Request-URI field

typically differ, as the former contains a user name. This address-of-record

MUST be a SIP URI or SIPS URI.

57



SIPSCAN

•Thanks to the unique payload fingerprint we could 
isolate it without inferences

isolating the “SipScan”
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Figure 3.3 – Packets per second of the scanning event received by the UCSD network
telescope. The vertical lines divide the four different periods of the scanning event.
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Figure 3.4 – Packets per second of the scanning event and packets per second of
UPD port 5060 traffic.
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UNSPOOFED

•Egyptian outage: we were actually not seeing 
“egyptian” IPs when the Egypt was isolated from the rest 
of the Internet
•It seems to be a scan (UDP requests + TCP SYNs).   
No purpose in spoofing
•No IPs from our /8 or from unassigned space
•IPIDs and src ports from scanning hosts are consistent 
for the same host

Because...
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UNSPOOFED

•No SipScan pkts are 
geolocated to Egypt 
during the Egyptian 
outage!

The case of the Egyptian Killswitch (Feb 2011)
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“Analysis of Country-wide Internet Outages Caused by Censorship'', 
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Figure 3: The case of the Internet black-out in Egypt helps to verify that
source addresses from the sipscan are not spoofed. The continuous line
shows the reannouncement of routes to Egyptian IPv4 prefixes when the
country reappears on the Internet on 2 February 2011. The sipscan starts
approximately on the 1 February, but we start seeing probes from source
IPs geolocated to Egypt only when the Egyptian networks get reannounced
through BGP updates.

ical of packets sent through standard sockets that use
ephemeral ports assigned by the operating system based
on a single, global counter.

3.3 Botnet activity
This convincing evidence that the source IP addresses are

authentic supports our hypothesis that a botnet is generating
the packets, rather than one or a few hosts, or a worm spread-
ing. Over the course of twelve days, we observed about 3
million source addresses, which mapped to countries and
networks all over the world (Section 4.4). Figure 2 displays
a clearly delimited beginning and end of the behavior, with
strong diurnal periodicity and variations of intensity. Spread-
ing worms tend to exhibit closer to exponential growth in IP
addresses infected and trying to spread further [65].

We discovered an even more compelling piece of evidence
that this traffic was generated by a botnet when we exam-
ined traffic data during last year’s nation-wide censorship
episode in Egypt. In [19] we showed that, during the Egyp-
tian outage, some Conficker-infected hosts were still able to
randomly send infecting packets to the Internet, even if they
were in networks not visible via BGP. Outbound connectiv-
ity (from Egyptian hosts “upstream” to the rest of the Inter-
net) was still possible from some networks in Egypt through
the use of default routes. But while we saw Conficker traffic
originating from IPs geolocated in Egypt, we saw no sipscan
traffic from Egypt, consistent with the sipscan hosts not act-
ing independently, but rather receiving instructions from a
command & control ‘botmaster’ host (i.e., requiring bidirec-
tional connectivity) outside of Egypt.

To simultaneously represent both the temporal and spatial
dynamics of the event, we created a “World Map” animation
available at [13]. Figure 4 is a single frame of the animation
(capturing a window of 5 minutes and 20 seconds of data)
from Wed 2 Feburary 09:34:00 2011. The circles are cen-

Figure 4: Snapshot of our “World Map” animation of the sipscan available
at [13] (Wed Feb 2 09:34:00 2011). The animation shows, in 5:20-minutes
of data represented per frame, circles at the geographical coordinates of
source hosts (bots) with size proportional to the number of hosts [MaxMind-
]geolocated to those coordinates, and color to the number of packets sent.
The animation depicts the spatial and temporal dynamics of the scan.

tered at the geographical coordinates of source IP addresses.
For each time bin, the size of the circle is proportional to the
number of hosts geolocated to those coordinates, whereas
the color reflects the number of packets sent (these two val-
ues are not proportional because, as we show in Section 4,
there are both hosts sending a single probe and hosts send-
ing multiple probes at different rates). The animation illus-
trates the traffic volume and geographic scope of the scan
over time. Geolocation of IP addresses was done using the
MaxMind GeoLite database released on March 1st, 2011,
temporally proximate to the event [41]. The software used
to create the animation is an improved version of the code
originally developed at CAIDA by Huffaker et al. and avail-
able at [2]. The animation visually represents, for the first
time, an Internet-wide scan conducted by a large botnet.

3.4 A “/0” scan
Observation from the UCSD Network Telescope is limited

to packets destined to the corresponding /8 network. How-
ever, we also discovered evidence that the scan targeted the
entire IPv4 address space (a /0 scan): similar traffic patterns
observable on other network segments, and a continuity in
source port usage in the packets we observed.

3.4.1 Targeting the UCSD Network Telescope
Even if approximately 15% of addresses of our darknet

were not hit by the scan, the sipscan uniformly targeted the
entire address range of the /8 network. In Section 4.3 we
show that the missing (15%) targets may be due to a spe-
cific configuration parameter that would trade completeness
of IPv4 address space coverage for redundancy in the uti-
lization of the bots.

3.4.2 DShield repository
We have found circumstantial evidence of sipscan traf-

fic in the DShield repository [34]. DShield is a constantly
updated repository of scanning and attack reports. In par-
ticular it reports aggregated data of traffic observed on sev-

5



A BOTNET
need of a Command & Control channel 
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outage, but after BGP connectivity returned, they started to participate in
the coordinated scan. Figure 3.6 shows the incoming traffic of the telescope
coming from IPs geolocated in Egypt during the outage. The traffic classified
as “other” contains the packets of the scan we analyzed.
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Figure 3.6 – Categories of unsolicited packets from IPs geolocated in Egypt to
UCSD’s network telescope: other, conficker-like, backscatter [32].

3.2.2 Why the sources are not spoofed

The term IP spoofing refers to the creation of IP packets with a fake source IP
address, called spoofing, aiming to conceal the real source identity or impersonating
another computing system.

We can say that the sources are not spoofed for the following reasons:

• No source address belongs to the telescope IP address space. If the sources
used random fake IP addresses, we would receive some packets wit source
addresses belonging to the UCSD network telescope address space.
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Animation created with an improved version of 
Cuttlefish, developed by Brad Huffaker
http://www.caida.org/tools/visualization/cuttlefish/
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1 2011−02−02 1 2 : 1 5 : 1 8 . 9 1 3 1 8 4 IP ( t o s 0x0 , t t l 36 , i d 20335 , o f f s e t 0 , f l a g s [ none ] , p r o t o UDP ( 1 7 ) , l e n g t h
412) XX. 1 0 . 1 0 0 . 9 0 . 1 8 7 8 > XX. 1 6 4 . 3 0 . 5 6 . 5 0 6 0 : [ udp sum ok ] SIP , l e n g t h : 384

2 REGISTER s i p :3982516068@XX. 1 6 4 . 3 0 . 5 6 SIP / 2 . 0
3 Via : SIP / 2 . 0 / UDP XX. 1 6 4 . 3 0 . 5 6 : 5 0 6 0 ; b r a n c h =1F8b5C6T44G2CJt ; r p o r t
4 Conten t−Length : 0
5 From : <s i p :3982516068@XX. 1 6 4 . 3 0 . 5 6 > ; t a g =1471813818402863423218342668
6 Accept : a p p l i c a t i o n / sdp
7 User−Agent : A s t e r i s k PBX
8 To : <s i p :3982516068@XX.164 .30 .56 >
9 C o n t a c t : s i p :3982516068@XX. 1 6 4 . 3 0 . 5 6

10 CSeq : 1 REGISTER
11 Ca l l−ID : 4731021211
12 Max−Forwards : 70

Figure 1: Example of the payload of a UDP packet generated by the sipscan (line 1 is tcpdump output [5] with timestamp and information from IP and UDP
headers). The payload contains a SIP request to register a user on the contacted host. A variant of the signature (which we also matched) has the string ”:5060”
appended to the ”Contact: ” header field (line 9). In the figure we replaced the value of the most significant byte of the destination address with ”XX”.

ets (left axis) and the number of unique IPs per hour (right
axis) sending such packets to addresses in the UCSD Net-
work Telescope. The scan goes through different phases over
approximately 12 days: it starts with a packet received on
Monday 31 January 2011 at 21:07 UTC, and ends with a
sharp drop of packets on Saturday 12 February around 15:00
UTC. A hundred residual packets were observed in the fol-
lowing two days. During the scan, peaks of 21000 hosts with
distinct IPs probed the telescope’s /8 address space in a sin-
gle 5-minute interval.

# of probes (1 probe = 1 UDP + multiple TCP pkts) 20,255,721
#of source IP addresses 2,954,108

# of destination IP addresses 14,534,793
% of telescope IP space covered 86,6%

# of unique couples (source IP - destination IP) 20,241,109
max probes per second 78.3

max # of distinct source IPs in 1 hour 160,264
max # of distinct source IPs in 5 minutes 21,829

average # of probes received by a /24 309
max # of probes received by a /24 442

average # of sources targeting a destination 1.39
max # of sources targeting a destination 14
average # of destinations a source targets 6.85

max # of destination a source targets 17613

Table 1: Summary of the scanning event characteristics. The scan origi-
nated from almost 3 million distinct IP addresses and hit about 14.5 million
addresses of the address space observed by the UCSD Network Telescope.

Table 1 lists the main characteristics of the scan. The por-
tion of the scan observed by the UCSD Network Telescope
involved around 3 million distinct source addresses, generat-
ing 20 million probes – we define a probe as a UDP scanning
packet with the payload signature from Figure 1, plus TCP
SYN packets to the same destination. These probes covered
more than 14.5 million target IP addresses, that is, 86.6% of
the darknet address space.

3.2 Verification of unspoofed source addresses
Because darknet addresses do not respond to received pack-

ets, we cannot generally assume that packets are not using
spoofed (fake) source IP addresses. Effective scanning re-
quires the use of real source addresses to receive responses,

so there is reason to assume that these IP addresses are not
spoofed. Conversely, evidence that the addresses are not spoofed
would increase our confidence in the hypothesis that this be-
havior is in fact a large-scale scan. We found the follow-
ing evidence that the observed packets were not actually
spoofed.

• In [19] we studied the country-wide outage that oc-
curred in Egypt between the 27th of January and the
2nd of February 2011. During the last two days of the
outage - which overlap with the period of activity of
the sipscan - most of the country was completely iso-
lated from the rest of the Internet. We verified that no
sipscan packets with source IP addresses that geolo-
cated to Egypt were observed by the telescope during
the outage. Figure 3 shows the re-announcement of all
the BGP prefixes geolocated to Egypt that were with-
drawn during the outage (continuous line, left y axis),
and the packet rate of UDP packets from the sipscan
geolocated to the same country (dashed line, second y
axis). The graph shows Egyptian hosts contributing to
the scanning activity only after the country is recon-
nected to the Internet. We used the same methodology
described in [19] to analyze BGP data from the RIPE
RIS [3] and Routeviews [60] repositories, and geolo-
cation data from MaxMind [41] and Afrinic [1].

• Random IP spoofing would use also source IPs from
our /8 darknet set of addresses, which we never see
in this set of packets. We also mapped the source ad-
dresses of the scan to originating ASes (autonomous
systems, or independent networks in the global routing
system) using BGP data, and verified that they matched
only assigned ranges of IP addresses.

• In Section 3.4 we analyze source port numbers in transport-
layer headers from selected scanning bots. The con-
sistency of these parameters over time suggests that
the source addresses are not spoofed: IP spoofing re-
quires the use of raw sockets and usually involves ran-
dom selection of spoofed addresses, whereas the pro-
gression of source ports followed by these bots is typ-
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/0 SCAN
DShield
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Figure 5: Daily count of unique source IP addresses in packets to port 5060

extracted from DShield sensor data [34]. The unique source IP count, for

the months of January and February 2011, shows an increase of almost

one order of magnitude between the 1st and the 12th of February. Its pro-

file matches the sipscan shown in Figure 2, suggesting that sensors (dark-

nets and honeynets) in other /8 networks received the same kind of traffic.

The start and end times of the sipscan are denoted in this graph by the two

dashed vertical lines.
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Figure 6: Sipscan UDP packets observed by (i) the UCSD Network Tele-

scope (y axis, packets per second) and (ii) MAWI WIDE Samplepoint-F

(y2 axis, packets per daily sample of xx minutes). The samples found on

the small link monitored by the MAWI working group perfectly follow the

profile of the sipscan observed by the UCSD Network Telescope, strongly

suggesting that the sipscan targeted also other /8 networks.

eral “sensors” (i.e., small honeynets and darknets) operated

by different participating organizations. Figure 5 shows the

number of distinct source IP addresses per day observed by

the DShield sensors on port 5060 from the 1 January to 28

February 2011. The large spikes in the traffic profile of the

source IP addresses match the sipscan profile shown in Fig-

ure 2, indicating that the same phenomenon was probably

targeting other networks besides the /8 monitored by the

UCSD Network Telescope.

3.4.3 MAWI WIDE Samplepoint-F
We also examined traffic traces from a 150Mbps link on

a trans-Pacific line that are made available by the MAWI

WIDE project [29] (link “samplepoint-F”). The trace set is

made of daily traces in pcap format, of 15 minutes each,

where the IP addresses are anonymized and the transport-

layer payload is removed [28]. This anonymization scheme

prevented us for searching the trace specifically for the sip-

scan packets, since we can see neither the UDP payload sig-

nature nor the source IP addresses of the packets. Instead,
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common range is 1025-5000, used by several versions of OSs from the Mi-

crosoft Windows family.

from the analysis of the sipscan SIP headers (Figure 1), we

built a flow-level signature with the following conditions for

each UDP flow: (i) destination port 5060; (ii) made of a sin-

gle packet; (iii) flow-size (in this case matching the packet

size) between 382 and 451 bytes. We obtained the packet

size range by examining all SIP header fields that were not

fixed size, and how they varied (e.g. IP addresses in ascii for-

mat take between 7 and 15 bytes). We further sanitized the

remaining flows considering some isolated cases of spikes in

the MAWI traces which were using source ports outside of

the most common ranges observed on the telescope (see Fig-

ure 7). The final result, depicted in Figure 6, is that there are

almost no packets matching the flow-level signature in the

days outside of the sipscan, whereas their profile during that

period roughly follows the profile of the sipscan (The lack of

tight precision between the two data sets in Figure 6 is due to

the MAWI samples being coarser-grained, 15 minutes each

once per day, and from a relatively small link).

This finding is important because the anonymization tech-

nique used for MAWI traces preserves matching prefixes and

IP classes between IP addresses [28]. The analysis of this

data therefore revealed that, on average, 8 different /8 classes

were targeted every day by the packets traveling on this link.

3.4.4 Exploiting source-port continuity
The positive correlations of our data source with the DShield

and MAWI data sources convinced us that the sipscan hit

other /8 networks as well as our own. We also found the fol-

lowing evidence that the sipscan most likely targeted all the

/8 networks in the IPv4 address space.

We identified a few bots scanning at a roughly constant

pace over several days. Analyzing the sequence of source

ports in their scanning packets revealed that some of these

bots used incremental source ports within a specific range as-

signed by the operating system. For example, Windows XP

and other Microsoft operating systems assign a new ephemeral

source port in the range 1025-5000 by incrementing a global

counter for each opened TCP or UDP socket [44]. We in-

ferred how many other connections/sessions a bot opened

between each probe sent to the darknet by following the se-

quence of source ports the bot used and “unwrapping” them,

taking into account their range. In [39], Li et al. used the

same methodology to estimate the global scope of botnet
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•We identified flow-level properties (e.g. 1 pkt + PS size) that allowed to spot the 
same traffic in MAWI/WIDE traces, which are anonymized.

- analysis of payload signature
- processing of MAWI traces to get flow-level logs
- sanitization (filtering) of MAWI logs
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Figure 5: Daily count of unique source IP addresses in packets to port 5060

extracted from DShield sensor data [34]. The unique source IP count, for

the months of January and February 2011, shows an increase of almost

one order of magnitude between the 1st and the 12th of February. Its pro-

file matches the sipscan shown in Figure 2, suggesting that sensors (dark-

nets and honeynets) in other /8 networks received the same kind of traffic.

The start and end times of the sipscan are denoted in this graph by the two

dashed vertical lines.
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Figure 6: Sipscan UDP packets observed by (i) the UCSD Network Tele-

scope (y axis, packets per second) and (ii) MAWI WIDE Samplepoint-F

(y2 axis, packets per daily sample of xx minutes). The samples found on

the small link monitored by the MAWI working group perfectly follow the

profile of the sipscan observed by the UCSD Network Telescope, strongly

suggesting that the sipscan targeted also other /8 networks.

eral “sensors” (i.e., small honeynets and darknets) operated

by different participating organizations. Figure 5 shows the

number of distinct source IP addresses per day observed by

the DShield sensors on port 5060 from the 1 January to 28

February 2011. The large spikes in the traffic profile of the

source IP addresses match the sipscan profile shown in Fig-

ure 2, indicating that the same phenomenon was probably

targeting other networks besides the /8 monitored by the

UCSD Network Telescope.

3.4.3 MAWI WIDE Samplepoint-F
We also examined traffic traces from a 150Mbps link on

a trans-Pacific line that are made available by the MAWI

WIDE project [29] (link “samplepoint-F”). The trace set is

made of daily traces in pcap format, of 15 minutes each,

where the IP addresses are anonymized and the transport-

layer payload is removed [28]. This anonymization scheme

prevented us for searching the trace specifically for the sip-

scan packets, since we can see neither the UDP payload sig-

nature nor the source IP addresses of the packets. Instead,
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crosoft Windows family.

from the analysis of the sipscan SIP headers (Figure 1), we

built a flow-level signature with the following conditions for

each UDP flow: (i) destination port 5060; (ii) made of a sin-

gle packet; (iii) flow-size (in this case matching the packet

size) between 382 and 451 bytes. We obtained the packet

size range by examining all SIP header fields that were not

fixed size, and how they varied (e.g. IP addresses in ascii for-

mat take between 7 and 15 bytes). We further sanitized the

remaining flows considering some isolated cases of spikes in

the MAWI traces which were using source ports outside of

the most common ranges observed on the telescope (see Fig-

ure 7). The final result, depicted in Figure 6, is that there are

almost no packets matching the flow-level signature in the

days outside of the sipscan, whereas their profile during that

period roughly follows the profile of the sipscan (The lack of

tight precision between the two data sets in Figure 6 is due to

the MAWI samples being coarser-grained, 15 minutes each

once per day, and from a relatively small link).

This finding is important because the anonymization tech-

nique used for MAWI traces preserves matching prefixes and

IP classes between IP addresses [28]. The analysis of this

data therefore revealed that, on average, 8 different /8 classes

were targeted every day by the packets traveling on this link.

3.4.4 Exploiting source-port continuity
The positive correlations of our data source with the DShield

and MAWI data sources convinced us that the sipscan hit

other /8 networks as well as our own. We also found the fol-

lowing evidence that the sipscan most likely targeted all the

/8 networks in the IPv4 address space.

We identified a few bots scanning at a roughly constant

pace over several days. Analyzing the sequence of source

ports in their scanning packets revealed that some of these

bots used incremental source ports within a specific range as-

signed by the operating system. For example, Windows XP

and other Microsoft operating systems assign a new ephemeral

source port in the range 1025-5000 by incrementing a global

counter for each opened TCP or UDP socket [44]. We in-

ferred how many other connections/sessions a bot opened

between each probe sent to the darknet by following the se-

quence of source ports the bot used and “unwrapping” them,

taking into account their range. In [39], Li et al. used the

same methodology to estimate the global scope of botnet
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• MAWI uses a specific configuration of  Tcpdpriv for 
anonymization
•A50: IP addresses are scrambled preserving matching prefixes.
•C4: IP classes (class A-D) are also preserved.
•M99: All multicast addresses are not scrambled.
•P99: TCP and UDP port numbers are not scrambled.

•A few different /8 networks were found in the MAWI 
traffic associated with the SipScan

MAWI/WIDE
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• Src_port++ in 
range 1025 - 5000

•~512 average 
increments between 
2 “visits” to the 
telescope 
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Figure 8: Estimating the global scan scope by exploiting source port con-
tinuity in scanning bots: continuous lines represent the count of probes (a
UDP packet plus at a least one TCP SYN packet) observed by the UCSD
Network Telescope (y axis), whereas the dashed lines represent the number
of connections/sessions opened by each bot as inferred by unwrapping its
source port numbers (second y axis). Each bot probes the darknet on av-
erage (approximately) every 285 global probes, suggesting that during its
absence reaches the remaining 255 /8 networks in the IPv4 address space.

scans. We could only apply this technique to the few persis-
tent bots (see Section 4.2) running on an operating system
configured to assign source ports in this manner.

Figure 8 depicts the behavior of three of these bots (the bot
number indicates its rank based on the number of probes they
sent). The continuous lines represent the count of probes
(a UDP packet plus at a least one TCP SYN packet) ob-
served by the UCSD Network Telescope (y axis), whereas
the dashed lines represent the number of connections/ses-
sions opened by each bot as inferred by unwrapping its source
port numbers (second y axis). For each bot the two curves
follow approximately the same trend, suggesting that the
view from the telescope is representative of the global be-
havior of the bot. The UCSD Network Telescope covers 1/256th
of the entire IPv4 address space, so a uniformly random
scanning bot will probe this /8 darknet approximately ev-
ery 256 probes, or every 512 new connections opened (every
probe includes a UDP and TCP connection attempt). We find
these subclass of bots actually hitting our darknet every 570
packets (on average), which would be consistent with their
hosting computer opening other connections/sessions unre-
lated to the scan, such as legitimate user activity or commu-
nication with the botmaster. In the next section we will show
how the bots select their target IP addresses by first incre-
menting the most significant byte. Therefore we can assume
that the external 255 probes from the bot reach all the other
/8 networks in the IPv4 address space. In Section 4 we will
also explore another feature of the data in Figure 8: the bots
proceed at different rates and are active over different time
intervals. We will refer to this finding later in the paper.

4. ANALYSIS PART II: PROPERTIES OF THE
SIPSCAN AND OF THE BOTNET

4.1 Reverse IP Sequential order
A first manual observation of the sipscan destination ad-

dresses revealed that the bots were coordinated, presumably
by a botmaster, to choose targets in a pre-defined sequence
while scanning the entire IPv4 address space. Such coordina-
tion has not yet been documented in botnet-related research
literature (see Section 2). Even more interesting, the target IP
addresses incremented in reverse-byte order. Reverse-byte
order scanning was considered in the context of supporting
network-friendly Internet-wide service discovery [37], but
was discarded for being difficult to extrapolate metrics from
partial scans. A pseudo-random approach in selecting target
addresses was also used as a technique for non-aggressive
Internet-wide measurement surveys [32]. But to the best of
our knowledge, this reverse-byte order scanning has been
neither empirically observed in malicious scans nor discov-
ered in botnet source code.

Manual examination of a sequence of 20 million addresses
is practically infeasible; even its visual representation is a
challenge. We used a visual map based on the space-filling
Hilbert Curve [43, 50] to verify that the target IP addresses
incremented in reverse-byte order for the three bytes that we
could observe (the most significant byte is fixed in our data
to the /8 of the darknet observation point).
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Figure 9: Examples of Hilbert’s space-filling curves: orders 1, 2 and 3.

The Hilbert curve is a continuous fractal curve that can be
used to map one-dimensional data into two dimensions fill-
ing a square, such as shown in Figure 9. Other researchers
have effectively used the Hilbert space layout to visualize
results of Internet-wide scanning or other Internet-wide data
[21,32]. The original order of the data is preserved along the
Hilbert curve in two dimensions, and conveniently displays
data that is structured in powers of two. Hilbert curves of or-
der 4, 8, and 12 have 28, 216, 224 points, respectively, which
in turn correspond to the masks for Class C (/24), Class B
(/16), and Class A (/8) address blocks in the IPv4 numbering
space. When mapping IP addresses to these two-dimensional
Hilbert curves, adjacent address blocks appear as adjacent
squares, even CIDR blocks (in between Class A, B, and C
block sizes) are always represented as squares or rectangles.

We visualized the progression of the IP addresses targeted
by the sipscan through an animation. Each frame represents
the IPv4 address space of our darknet using a Hilbert curve
of order 12, in which each cell corresponds to one IP ad-
dress of the darknet, thus varying the 3 least significant bytes

7
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Figure 8: Estimating the global scan scope by exploiting source port con-
tinuity in scanning bots: continuous lines represent the count of probes (a
UDP packet plus at a least one TCP SYN packet) observed by the UCSD
Network Telescope (y axis), whereas the dashed lines represent the number
of connections/sessions opened by each bot as inferred by unwrapping its
source port numbers (second y axis). Each bot probes the darknet on av-
erage (approximately) every 285 global probes, suggesting that during its
absence reaches the remaining 255 /8 networks in the IPv4 address space.

scans. We could only apply this technique to the few persis-
tent bots (see Section 4.2) running on an operating system
configured to assign source ports in this manner.

Figure 8 depicts the behavior of three of these bots (the bot
number indicates its rank based on the number of probes they
sent). The continuous lines represent the count of probes
(a UDP packet plus at a least one TCP SYN packet) ob-
served by the UCSD Network Telescope (y axis), whereas
the dashed lines represent the number of connections/ses-
sions opened by each bot as inferred by unwrapping its source
port numbers (second y axis). For each bot the two curves
follow approximately the same trend, suggesting that the
view from the telescope is representative of the global be-
havior of the bot. The UCSD Network Telescope covers 1/256th
of the entire IPv4 address space, so a uniformly random
scanning bot will probe this /8 darknet approximately ev-
ery 256 probes, or every 512 new connections opened (every
probe includes a UDP and TCP connection attempt). We find
these subclass of bots actually hitting our darknet every 570
packets (on average), which would be consistent with their
hosting computer opening other connections/sessions unre-
lated to the scan, such as legitimate user activity or commu-
nication with the botmaster. In the next section we will show
how the bots select their target IP addresses by first incre-
menting the most significant byte. Therefore we can assume
that the external 255 probes from the bot reach all the other
/8 networks in the IPv4 address space. In Section 4 we will
also explore another feature of the data in Figure 8: the bots
proceed at different rates and are active over different time
intervals. We will refer to this finding later in the paper.

4. ANALYSIS PART II: PROPERTIES OF THE
SIPSCAN AND OF THE BOTNET

4.1 Reverse IP Sequential order
A first manual observation of the sipscan destination ad-

dresses revealed that the bots were coordinated, presumably
by a botmaster, to choose targets in a pre-defined sequence
while scanning the entire IPv4 address space. Such coordina-
tion has not yet been documented in botnet-related research
literature (see Section 2). Even more interesting, the target IP
addresses incremented in reverse-byte order. Reverse-byte
order scanning was considered in the context of supporting
network-friendly Internet-wide service discovery [37], but
was discarded for being difficult to extrapolate metrics from
partial scans. A pseudo-random approach in selecting target
addresses was also used as a technique for non-aggressive
Internet-wide measurement surveys [32]. But to the best of
our knowledge, this reverse-byte order scanning has been
neither empirically observed in malicious scans nor discov-
ered in botnet source code.

Manual examination of a sequence of 20 million addresses
is practically infeasible; even its visual representation is a
challenge. We used a visual map based on the space-filling
Hilbert Curve [43, 50] to verify that the target IP addresses
incremented in reverse-byte order for the three bytes that we
could observe (the most significant byte is fixed in our data
to the /8 of the darknet observation point).
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Figure 9: Examples of Hilbert’s space-filling curves: orders 1, 2 and 3.

The Hilbert curve is a continuous fractal curve that can be
used to map one-dimensional data into two dimensions fill-
ing a square, such as shown in Figure 9. Other researchers
have effectively used the Hilbert space layout to visualize
results of Internet-wide scanning or other Internet-wide data
[21,32]. The original order of the data is preserved along the
Hilbert curve in two dimensions, and conveniently displays
data that is structured in powers of two. Hilbert curves of or-
der 4, 8, and 12 have 28, 216, 224 points, respectively, which
in turn correspond to the masks for Class C (/24), Class B
(/16), and Class A (/8) address blocks in the IPv4 numbering
space. When mapping IP addresses to these two-dimensional
Hilbert curves, adjacent address blocks appear as adjacent
squares, even CIDR blocks (in between Class A, B, and C
block sizes) are always represented as squares or rectangles.

We visualized the progression of the IP addresses targeted
by the sipscan through an animation. Each frame represents
the IPv4 address space of our darknet using a Hilbert curve
of order 12, in which each cell corresponds to one IP ad-
dress of the darknet, thus varying the 3 least significant bytes
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• 1-dimensional telescope IPv4 address space is mapped into a 2-dimensional 
image using a Hilbert curve, as inspired by xkcd. This means that CIDR netblocks 
always appear as squares or rectangles in the image. 

Cooperative Association for Internet Data Analysis

Hilbert to the rescue

25

software: http://maps.measurement-factory.com/software/index.html 

25

•The 1-dimensional IPv4 address 
space is mapped into a 2-
dimensional image using a Hilbert 
curve
•CIDR netblocks always appear as 
squares or rectangles in the image.

Software for hilbert-based IP heatmaps @ http://www.measurement-factory.com

http://www.measurement-factory.com
http://www.measurement-factory.com
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through all the possible combinations. The curve is displayed
as a bitmap of size 4096x4096, with each pixel being as-
signed an IP address. For each frame, the pixels correspond-
ing to the IP addresses that have been probed prior to that
point in time are highlighted. We also added a brightness de-
cay effect to better highlight the addresses probed in the last
few frames while displaying the animation.

Figure 10: Snapshot of our animation representing the progression over time
of the IP addresses targeted by the sipscan [13]. The darknet address space
is represented as a Hilbert curve of order 12 in which the order of the three
least significant bytes of each address is reversed before mapping it into
the curve. Highlighted pixels correspond to IP addresses that have been
probed up to that time (5 Feb 2011 11:47 GMT, in this frame). The anima-
tion proves the reverse-byte order progression is rigorously followed by the
bots during the entire 12 days, independent of the varying rate of the sip-
scan. [The above snapshot is a modified version of the original frame from
the reverse byte order animation at [13]; we over-emphasized the fading ef-
fect to better illustrate, in a single picture, the path the scan took through
the address space.]

Drawing the Hilbert curve using IP addresses sequenced
in their natural byte order does not reveal a particular pattern
in the target progression, showing the square uniformly fill-
ing across the 12 days of the scan. This animation of target
progression is available at [13]. In contrast, reversing the or-
der of the three varying (i.e., least significant) bytes yields
a representation that clearly illustrates the reverse sequential
IP order rigorously followed by the sipscan: throughout the
12 days all the bots “march” together toward filling the en-
tire address space. Figure 10 shows the frame for 5 February
2011 11:47 GMT from the full reverse-byte order animation
available at [13]. This animation proves the strong coordina-
tion of bot activity: the progression is strictly observed by all
the bots for the entire execution of the scan, independent of
(i) variations in global scanning speed, (ii) the rates at which
different bots proceed (see Section 3.4), (iii) the large num-
ber of hosts involved at the same time and thus the possi-
ble distributed architecture of the botnet (e.g., multiple C&C
channels).

We also created a composite animation which combines
both the natural and reverse byte order heatmaps with the
world map animation into a single synchronized view of
both the sources and the targets of the sipscan. This com-
posite animation is available at [13].

From a /8 darknet we cannot observe what happens to the
most significant byte during the scan. However, the analysis
described in Section 3.4 and Figure 8 showed that bots scan-

ning continuously for several days were probing an average
number of global targets close to 255 between two subse-
quent probes to the darknet. This finding indicates that each
bot may have been assigned the entire set of possible values
for the most significant byte. Moreover, we found a large
variance in the distribution of the number of inferred targets
between subsequent probes, suggesting a random selection
of the value of the most significant byte, instead of a simple
increment-by-one.

The reverse IP sequential order used in this scan has sig-
nificant implications. Observing this scan from a generic /24
network, would result in a very low number of packets per
day: the average speed, during the largest phase of the scan
– from the 2nd to the 6th of February – increments the least
significant byte 34 times per day, unlikely to be detected by
automated systems. This stealth technique is even more ef-
fective when combined with the constant turnover of bots
that we illustrate in the next section.

4.2 Bot Turnover
The scanning statistics in Table 1, in particular the num-

ber of unique source IPs (about 3 million), total number of
probes (about 20 million), and the average number of desti-
nations a source targets (6.85), suggest that there is a large
turnover in the use of the bots. Figure 11 shows the con-
stant use of new bots throughout the entire scan, except for
the interval from approximately 7 February 00:00 GMT to
11 February 12:00 GMT, which exhibits significantly re-
duced botnet activity. The continuous line with square sym-
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Figure 11: Arrival of new bots. The continuous line with squares shows the
cumulative percentage of bots that probed our darknet throughout the 12-
day scan. The continuous line with circles is the cumulative percentage of
source /24 networks. The slope of these curves indicates a constant arrival
(during the botnet’s active periods) of new bots participating in the scan.
The dashed line represents the number of unique source IPs scanning per
5-minute interval, representing the evolution of the scan over time.

bols shows the cumulative percentage of bots that probed
our darknet over the 12-day scan. Its linear slope indicates
a constant arrival of new bots participating in the scan. To
partially take into account the effect of dynamic IP address
assignment, we also plot the cumulative sum of unique /24
networks containing the source IP addresses (continuous line
with circles). The slope of this curve proves that new bots
take part in the scan for its entire duration.
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Figure 3.11 – Comparison of IPs arrivals with the number of packets per second of
the scan received by the UCSD network telescope.

Figure 3.12 – Number of source addresses per number of packets sent.
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Figure 3.13 – Number of senders for number of packets sent in range 1-10

Figure 3.14 – Number of destination IPs that have been targeted by a certain
number of source IPs.
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1 2011−02−02 1 2 : 1 5 : 1 8 . 9 1 3 1 8 4 IP ( t o s 0x0 , t t l 36 , i d 20335 , o f f s e t 0 , f l a g s [ none ] , p r o t o UDP ( 1 7 ) , l e n g t h
412) XX. 1 0 . 1 0 0 . 9 0 . 1 8 7 8 > XX. 1 6 4 . 3 0 . 5 6 . 5 0 6 0 : [ udp sum ok ] SIP , l e n g t h : 384

2 REGISTER s i p :3982516068@XX. 1 6 4 . 3 0 . 5 6 SIP / 2 . 0
3 Via : SIP / 2 . 0 / UDP XX. 1 6 4 . 3 0 . 5 6 : 5 0 6 0 ; b r a n c h =1F8b5C6T44G2CJt ; r p o r t
4 Conten t−Length : 0
5 From : <s i p :3982516068@XX. 1 6 4 . 3 0 . 5 6 > ; t a g =1471813818402863423218342668
6 Accept : a p p l i c a t i o n / sdp
7 User−Agent : A s t e r i s k PBX
8 To : <s i p :3982516068@XX.164 .30 .56 >
9 C o n t a c t : s i p :3982516068@XX. 1 6 4 . 3 0 . 5 6

10 CSeq : 1 REGISTER
11 Ca l l−ID : 4731021211
12 Max−Forwards : 70

Figure 1: Example of the payload of a UDP packet generated by the sipscan (line 1 is tcpdump output [5] with timestamp and information from IP and UDP
headers). The payload contains a SIP request to register a user on the contacted host. A variant of the signature (which we also matched) has the string ”:5060”
appended to the ”Contact: ” header field (line 9). In the figure we replaced the value of the most significant byte of the destination address with ”XX”.

ets (left axis) and the number of unique IPs per hour (right
axis) sending such packets to addresses in the UCSD Net-
work Telescope. The scan goes through different phases over
approximately 12 days: it starts with a packet received on
Monday 31 January 2011 at 21:07 UTC, and ends with a
sharp drop of packets on Saturday 12 February around 15:00
UTC. A hundred residual packets were observed in the fol-
lowing two days. During the scan, peaks of 21000 hosts with
distinct IPs probed the telescope’s /8 address space in a sin-
gle 5-minute interval.

# of probes (1 probe = 1 UDP + multiple TCP pkts) 20,255,721
#of source IP addresses 2,954,108

# of destination IP addresses 14,534,793
% of telescope IP space covered 86,6%

# of unique couples (source IP - destination IP) 20,241,109
max probes per second 78.3

max # of distinct source IPs in 1 hour 160,264
max # of distinct source IPs in 5 minutes 21,829

average # of probes received by a /24 309
max # of probes received by a /24 442

average # of sources targeting a destination 1.39
max # of sources targeting a destination 14
average # of destinations a source targets 6.85

max # of destination a source targets 17613

Table 1: Summary of the scanning event characteristics. The scan origi-
nated from almost 3 million distinct IP addresses and hit about 14.5 million
addresses of the address space observed by the UCSD Network Telescope.

Table 1 lists the main characteristics of the scan. The por-
tion of the scan observed by the UCSD Network Telescope
involved around 3 million distinct source addresses, generat-
ing 20 million probes – we define a probe as a UDP scanning
packet with the payload signature from Figure 1, plus TCP
SYN packets to the same destination. These probes covered
more than 14.5 million target IP addresses, that is, 86.6% of
the darknet address space.

3.2 Verification of unspoofed source addresses
Because darknet addresses do not respond to received pack-

ets, we cannot generally assume that packets are not using
spoofed (fake) source IP addresses. Effective scanning re-
quires the use of real source addresses to receive responses,

so there is reason to assume that these IP addresses are not
spoofed. Conversely, evidence that the addresses are not spoofed
would increase our confidence in the hypothesis that this be-
havior is in fact a large-scale scan. We found the follow-
ing evidence that the observed packets were not actually
spoofed.

• In [19] we studied the country-wide outage that oc-
curred in Egypt between the 27th of January and the
2nd of February 2011. During the last two days of the
outage - which overlap with the period of activity of
the sipscan - most of the country was completely iso-
lated from the rest of the Internet. We verified that no
sipscan packets with source IP addresses that geolo-
cated to Egypt were observed by the telescope during
the outage. Figure 3 shows the re-announcement of all
the BGP prefixes geolocated to Egypt that were with-
drawn during the outage (continuous line, left y axis),
and the packet rate of UDP packets from the sipscan
geolocated to the same country (dashed line, second y
axis). The graph shows Egyptian hosts contributing to
the scanning activity only after the country is recon-
nected to the Internet. We used the same methodology
described in [19] to analyze BGP data from the RIPE
RIS [3] and Routeviews [60] repositories, and geolo-
cation data from MaxMind [41] and Afrinic [1].

• Random IP spoofing would use also source IPs from
our /8 darknet set of addresses, which we never see
in this set of packets. We also mapped the source ad-
dresses of the scan to originating ASes (autonomous
systems, or independent networks in the global routing
system) using BGP data, and verified that they matched
only assigned ranges of IP addresses.

• In Section 3.4 we analyze source port numbers in transport-
layer headers from selected scanning bots. The con-
sistency of these parameters over time suggests that
the source addresses are not spoofed: IP spoofing re-
quires the use of raw sockets and usually involves ran-
dom selection of spoofed addresses, whereas the pro-
gression of source ports followed by these bots is typ-
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Figure 12 shows the distribution of the number of packets
sent by each bot. The diagram on the left uses a log-log scale
to show all the data, whereas the diagram on the right uses
a linear scale to zoom in to the left side of the distribution
up to 10 packets. More than 1 million bots (more than 1/3 of
the total) sent a single probe and never participated further in
the scan. The number of bots that sent more than 100 pack-
ets during the scan is two orders of magnitude smaller. This
difference suggests rapid turnover of bots during the scan.
We hypothesize that this behavior is related to how the C&C
channels managed and assigned tasks to bots. For example, a
C&C channel may assign a list of target IP ranges to a queue
of bots, in which case it is unlikely that a single bot could
reach the head of the queue twice. In such a situation, bots
that reappear in the scan would have likely been assigned to
a C&C channel with a smaller pool of bots.

Figure 12: (left) Full histogram of packets sent per bot (log-log scale);
(right) zoomed histogram of packets sent per bot for bots that sent up to
10 packets (linear axis) Most bots sent few packets, e.g., over a third of the
bots sent a single packet during the entire scan.

In combination with the reverse-byte order property of the
scan, the high bot turnover rate makes the scan impressively
covert. Not only would an automated intrusion detection sys-
tem on a /24 network see only 34 packets to the same port,
but they would most likely arrive from 34 distinct IP ad-
dresses, making detection highly unlikely.

4.3 Coordination and Adaptation

4.3.1 Coverage and Overlap

The scan fails to cover the entire darknet’s /8 address space,
probing only 86.6% of it (Table 1). On the other hand, there
is a non-negligible overlap in terms of bots hitting the same
target: about 5.7 million IP addresses were probed by more
than one bot, and on average a targeted IP is probed by 1.39
distinct bots. Whether probed zero, one, or multiple times,
the probed IP addresses are scattered all over the address
space without clusters or holes, in both the standard and re-
verse representation of the address bytes. These properties –
coverage and overlap of target addresses – are independent
of the number of bots active at any given time, the overall
rate of the scan, or specific subnets being scanned. But we
did discover a correlation between coverage and overlap in
targets, which we believe is likely a function of a parameter

of the scan configured by the botmaster to support trading
off completeness and redundancy of scanning.

(a) Coverage (b) Overlap
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Figure 13: Different phases (A, B, C) of the scan characterized by differ-
ent but correlated rates of coverage and overlap of the target IP space, (a)
Slice of the Hilbert-curve map (with reversed-byte order IP addresses) high-
lighting areas of different density indicating different coverage of the target
space. (b) shows the same phenomenon in terms of overlap: the lit pixels
in the map represent target addresses probed by more than one bot. The
three regions perfectly match between the two maps. (c) Scanning source
IPs throughout scan, showing the transitions from Phase A to B and from
Phase B to C.

The representation with the Hilbert curve of the probed
IP addresses in reverse byte order reveals three regions with
different densities. These regions are labeled A, B, C, in a
detail of the Hilbert-curve map in Figure 13(a) and corre-
spond to three different phases of the scan as indicated in
Figure 13(c). Brighter areas indicate a greater coverage of
the corresponding address space: the scan starts with a very
high percentage of targets probed (“A”), after few hours a
parameter is changed and the coverage significantly drops
(“B”), finally the parameter is adjusted again and an inter-
mediate level of target coverage remains for the rest of the
scan (“C”). The same regions are visible in Figure 13(b),
where we use the Hilbert-curve map to highlight the over-
lap in targets: IP addresses (in reverse-byte order) that were
probed more than once are depicted in white.

Table 2 shows statistics calculated separately for the three
phases of the scan. The correlation between coverage and
overlap of the scan is evident, and is consistent with a prob-
abilistic mechanism in the choice of the targets that can be
configured by the botmaster to trade off completeness and
redundancy of scanning. The finding illustrated in Figure
14 further substantiates the hypothesis that the three phases
correspond to different configurations of the scan. The fig-
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COVERAGE & OVERLAP
“probes sent to reverse /16 subnets”

Start time Jan 31 21:00 Feb 1 00:45 Feb 1 11:20
# of probes 179,143 486394 19,590,184

% of IP space covered 93.81% 76.27% 86.98%
avg bots per target 1.66 1.01 1.40

Table 2: Characteristics of the three phases of the scan, with different cov-
erage and overlap of the target address space, show a trade-off between the
two properties.

ure shows, for each phase, the distribution of the number of
packets sent in each “reverse /16 subnet” (we define a re-
verse /16 subnet as the set of all possible IP addresses ob-
tainable when the least two significant bytes are fixed). The
three curves refer to populations of different size, which ex-
plains the different smoothness of their shapes (e.g., phase
C is considerably longer thus covering a larger number of
reverse /16 subnets). However, all of them are highly cen-
tered around a different value (average values are 395.6 (A),
196.3 (B), 312.6 (C)) and mostly non-overlapping, reflecting
a consistent and distinctive behavior in each phase.
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Figure 14: Consistent and distinctive behavior of the different phases of the
scan. The curves represent, for each phase A, B, C, the distributions of pack-
ets observed at the UCSD Network Telescope in each “reverse /16 subnet”.
The distributions are all centered around different values and mostly non
overlapping.

Finally, in both Figures 13(a) and 13(b), we also observe
better coverage and larger overlap in the transition from one
region to the other, suggesting that the botmaster re-issued a
command to scan those IP ranges to the bots after changing
the configuration parameter (possibly because the scan was
stopped without collecting the results of the previous com-
mand). The higher coverage in these transition areas pro-
vides further evidence of a probabilistic approach in the choice
of the target IPs (probably happening at the level of the sin-
gle bots): re-issuing the commands for that range of target
IPs results in a partially different set of probed targets.

Even given non-negligible redundancy, an average of 1.39
bots hitting the same target is small compared to the large
number of bots involved. Such low redundancy is novel, or
at least undocumented in the literature, which has mostly
reported on bots that independently scan the same address
range in a random uniform fashion [12, 39]. The small over-
lap and thus high efficiency in terms of completeness vs. re-
dundancy achieved by this botnet is an impressive conse-
quence of strongly orchestrated behavior.

4.3.2 Adaptivity
The strong coordination of bot activity is also visible in

terms of adaptation capabilities. Starting around 7 February
00:00 GMT through around 11 February 12:00 GMT, the
scan proceeds very slowly, with only a few active bots (Fig-
ure 2). Our hypothesis is that most of the C&C channels are
down during this period. However, we observe that the target
IP ranges that would have normally been assigned to these
C&C channels were automatically redirected to those chan-
nels that were still up.
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Figure 15: Adaptive assignment of target IP ranges to different C&C chan-
nels. Dashed lines represent probes per hour (PPH) carried out by 3 different
bots. Their speed did not change significantly on 7 February but the global
speed of the scan decreased considerably, probably because some C&C
channels went off-line. However, the target IP ranges assigned to these bots
became denser during this period, to compensate for the absence of other
C&C channels: continuous lines represent the distance between subsequent
target IPs of each respective bot, showing an order of magnitude decrease
in that time interval.

Figure 15 illustrates this behavior. Dashed lines in the
graph represent the probing rate per hour of the three bots
discussed in Section 3.4. During this period the bots do not
change their speed, suggesting that the C&C channel they re-
fer to has not changed its characteristics in terms of numbers
of bots managed, etc. (i.e., the number of bots competing for
a certain C&C channel does not change, therefore the rate
at which each bot gets assigned a new “reverse” /24 stays
the same). However, over this same time interval we observe
a significant change in the sequences of IP ranges assigned
to these bots. The continuous lines in Figure 15 show, for
each of the three bots, the distance between subsequent tar-
get IPs, calculated by subtracting the target IPs after revers-
ing their byte order and converting them into 32-bit numbers.
The graph shows a drop of about one order of magnitude
in the distance, meaning that the corresponding C&C chan-
nel(s) receive a “denser” list of targets to compensate for the
disappearance of the other C&C channels.

4.4 Botnet characteristics
Observing a horizontal scan of this magnitude from such

a large darknet allows unique insight into the characteristics
of the botnet that performed it. The size of the darknet, com-
bined with the reverse IP sequential ordering of the targets,
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SIPSCAN FEATURES

•Operated by a botnet
•Global vs Global
•Observed by a /8
•No inferences on pkts: unique payload “signature”
•Lasting 12 days
•Sequential progression in reverse byte order
•Continuous use of new bots
•Stealth: IP progression, speed, use of new bots
•Coordination between sources (global sequential 
progression and small redundancy)
•Targeting SIP

some are unique
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