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Customer Need 
§  Timely Detect and Analyze Internet Connectivity Outages 
§  Focus on: macroscopic events, affecting the network edge 

§  E.g.,	a	connec+vity	black-out	significantly	affec+ng	
customers	of	a	large	network	operator	or	a	large	
geographic	area 

§  Context: Cyber attacks, physical attacks, natural disasters, 
bugs and misconfiguration, government orders, …  

§  Application: Public Safety, Situational Awareness, Disaster 
Recovery, Insurance, Internet Reliability & Performance 

 



Approach Overview 
§  IODA: Internet Outage Detection & Analysis 

§  Started in 2012 with NSF funding 

§  Approach 
§  Combine active and passive measurements both at the data plane and control plane 
§  Data aggregation and event detection per Autonomous System (AS) and Geographic Area 
§  Interactive Visualization 

§  IODA-NP:  Next Phase 
§  (i) methodological improvements and evaluation based on rigorous 

definitions, metrics, ground-truth, cross-validation; (ii) reporting events; (iii) 
API Framework and Documentation 

 
 



An eye-candy moment 



Approach (Part 1 - Sources) 
§  Monitoring the Internet with a combination of active and 

passive approaches both at the data plane and control plane 
 
 



IBR (Passive – Data Plane) 
§  Internet Background Radiation (IBR) captured by network 

telescopes 
 
 



BGP (Passive – Control Plane) 
§  BGP	measurement	projects	establish	peering	sessions	
with	ASes	to	receive	their	rou:ng	tables		
§  RouteViews	(Univ.	Oregon):	371	peers	
§  RIPE	RIS	(RIPE	NCC):	508	peers	
§  TODO:	sources	from	CAIDA’s	BGPStream	

	

 
 

Figure 1: BGP Monitoring

• Although disabling BGP Keepalive and Holddown timers, as
RIPE did from 2002 to 2006, may make a BGP session more
robust against packet losses, it can also lead to unnoticed ses-
sion failures and extremely long session downtime.

As the main outcome of this study, we have developed a web
site, http://bgpreset.cs.arizona.edu, to publish the
detected session failures with the occurring times and durations for
historical RouteViews and RIPE data; the web page is also updated
periodically to include the latest data. Given this information, users
of RouteViews and RIPE data can choose which period of data to
use and which part of the data to sanitize for accurate analysis.
The rest of the paper is organized as follows. Section 2 gives

brief background on BGP monitoring projects and BGP sessions.
Section 3 describes the data source and the technique we use to de-
tect session failures. Section 4 presents the overall statistic results
and observations for RouteViews and RIPEmonitoring session fail-
ures, Section 5 correlates session failures to infer the failures due to
collectors’ local problems. Section 6 investigates the impact of the
historical decision on turning off BGP Keepalive/Holddown timers.
Section 7 briefly reviews related work, and Section 8 summarizes
the paper.

2. BACKGROUND
RouteViews and RIPE RIS, the two best known BGP data col-

lection projects, operate a number of collectors that establish BGP
peering sessions with routers in many operational networks. We
call each operational router connected to a collector a monitor or a
peer, and the BGP session between the monitor and the collector a
monitoring session. A monitoring session can be either single-hop
or multi-hop depending on whether the session is across a single
or multiple router hops. As shown in Figure 1, single-hop moni-
toring sessions are usually deployed at an Internet Exchange, while
multi-hop monitoring sessions are established over wide-area net-
works. The data collectors receive BGP routing updates from its
peers and write the collected BGP updates into files every 15 min-
utes (RouteViews) or every 5 minutes (RIPE) in the Multi-threaded
Routing Toolkit (MRT) [6] format. These files are then made pub-
licly available. The collectors also dump snapshots of the BGP
routing table, the RIB, for each of its peers every two hours in the
MRT format.
BGP uses TCP for reliable communication. After successfully

setting up a TCP connection, two BGP peers negotiate BGP timer
settings and capabilities [14] to establish a BGP session in between.
They then exchange with each other the full routing table, which
is called table transfer. After this initial table exchange, the peers
only send to each other new updates when any route changes, which
are called incremental updates.
A BGP session may fail due to a variety of causes, such as (1)

Figure 2: BGP Update Stream (sil: silence period; rec: session
reconnection; dt: downtime)

Table 1: BGP Data Sources
Collector Type Start Date Location

RRC00 Multi-hop 2001 Jan Amsterdam

RRC01 Single-hop 2001 Jan London

RRC02 Single-hop 2001 Mar Paris

OREG Multi-hop 2001 Oct Oregon

LINX Single-hop 2004 Mar London

EQIX Single-hop 2004 May Ashburn

malformed updates which may in turn be caused by hardware or
software defects, (2) TCP connection failures due to link or inter-
face failures, (3) data traffic congestion which results in the loss of
three consecutive BGP Keepalive messages, or (4) either end (the
host or its routing daemon) fails. BGP employs two timers, Keep-
alive and Holddown, whose default values are 60 seconds and 180
seconds respectively, to maintain its session. BGP peers send to
each other Keepalive messages at every Keepalive timer interval. If
no Keepalive message is received before the Holddown timer ex-
pires, a BGP router will tear down the existing session and initiate
a new one, which is called a session reset.

Let us use a simple example to illustrate the impact of BGP ses-
sion reset on the data collection. Assuming that a monitor has a
routing table of 5 prefixes, Figure 2 shows a BGP message stream
arrived at the collector. The first three messages are regular BGP
updates (for prefixes p1, p2, p3) received at time 10, 14, and 17,
respectively. Then the session fails at time 17 and restarts at time
22. The session re-establishment takes time from 22 to 25, during
which three BGP state messages are recorded. The state message
s1 marks the time when a router initiates a BGP session, while s3
marks the time when the session is fully established. We show three
state messages here for illustration purpose; in reality establishing a
BGP session may require more state changes [14]. Following state
messages are the table transfer updates during time period [26, 30],
which include the entire routing table entries (p1 to p5), followed
by incremental updates afterwards.

The above example shows that, if BGP updates arrive after time
17 and before time 25, they will be missed by the collector. In
addition, 5 extra table transfer updates are introduced by the session
reset.

3. DATA SOURCE AND METHODOLOGY

3.1 Data Sources
RouteViews and RIPE started collecting BGP data in the late

1990’s, but they went through a learning period in the first few
years before the data collection process stabilized. Thus this pa-
per uses the data from January 2001 onward. We take data from
six collectors whose information is summarized in Table 1. Fig-
ure 3 shows how the number of peers at each of these six collectors

ACM SIGCOMM Computer Communication Review 36 Volume 40, Number 2, April 2010



Active Probing (Active– Data Plane) 
§  ICMP	Echo	requests	
§  ISI’s	Trinocular	methodology	

§  /24	-based	probing	and	inference	
§  TODO:	Univ.	Maryland’s	Thunderping	methodology	

§  Per	single	IP	address	inference	
	

 
 



Example of Benefit of Multi-Source 

Contras:ng	telescope	traffic	with	
BGP	measurements	revealed	a	
mix	of	blocking	techniques	that	
was	not	publicized	by	others	
	
The	second	Libyan	outage	
involved	overlapping	of	BGP	
withdrawals	and	packet	filtering 
 



Approach (Part 2: Data Aggregation) 
§  Geography-based Data Aggregation 

§  We associate IP addresses, /24 blocks, BGP prefixes with 
Geographic Coordinates 

§  We aggregate post-processed data at Country, State, County 
level 
 

§  AS-level Data Aggregation 
§  We associate IP addresses etc. with the operator’s AS Number 
§  Prefix-to-AS lookups based on BGP data 

 



Approach (Part 3: Detection) 
§  For each source type: change point detection on aggregated 

(i.e., per country, per-state, per-county, per-AS) signals 
§  We look for unusual drops 

§  Current approach: naïve moving-threshold 
§  TODO: SARIMA-based detection 

§  TODO: (per source type) Link the “drop” to a rigorous 
definition 

§  TODO: Detection and Alerting based on fusing data sources 
 



Approach (Part 4: Interactive 
Visual Interfaces) 



System Overview 
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Project Activities + Challenges 
§  Rigorous definition of targeted event type 

§  E.g., 64k related addresses becoming disconnected for more than 5 
minutes 

§  Investigate different application requirements and intrinsic constraints 

§  IODA’s previous efforts demonstrated the utility of the 
sources and the approach. However: 
§  Need to bridge per-source IODA detection approach with the targeted 

definition of outage 
§  A rigorous evaluation (accuracy, coverage, …) is missing 
§  Current change-point detection generates FP/FNs 
§  Need to push to finer geographic granularity (e.g., US counties) 

§  E.g., recover filtered out IBR signal, study prefix-geolocation, … 
§  Other data sources can be added 
§  The infrastructure needs reliability and latency improvements 



Project Activities + Challenges 
§  Focus on US to provide practical insights 

§  Acquire ground truth 
§  Investigate weather-induced and power outages 
§  Identify limitations of data sources and approaches in terms of address-

block and geographic granularity 
§  Implement functionalities for US territory and operators 

§  Develop and document an API Framework 
§  Reporting events 

§  Already started through the CAIDA blog, a Twitter channel, and cooperating 
with the KeepItOn coalition for politically motivated Internet shutdowns 



Benefits 
§  Near-realtime detection of macroscopic outages 
§  Multi-source approach improves: 

§  Reliability 
§  Coverage 
§  Understanding 

§  Visualization Interface make it intuitive 
 



Competition  
§  Oracle’s Internet Intelligence Map 

§  Focus on country-level 
§  Limited interaction/viz functionalities in interface 

§  ISI / John Heidemann’s work 
§  IODA uses Trinocular for one data source 
§  IODA focuses on per-AS / geographic aggregations 

§  Akamai	
§  State	of	the	Internet	reports	and	some	tweets	

§  Google	Transparency	report	
§  Country-level	graphs	

§  Bgpmon.com		
§  BGP only 
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