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|. INTRODUCTION

Available bandwidh estimationis a vital commner of admis-
sion contol for quality-d-service (QoS) in both wireline as well
aswirelessnetworks. In wirelessnetworks, the available bandvidth
undegoss fasttime-scalevarationsdueto chanrel fadinganderror
from physical obstaclesTheseeffeds are not presentin wireline
networks, and make estimationof available bandwidh in wireless
networks a challengng task. Furthemore, the wirelesschamel is
also a shared-ecessmedium and the available bardwidth also
varieswith the numbe of hostscontering for the channel.

Wirelesslast-hopnetworks employing the IEEE 80211 protocd
in Distributed Co-ordnation Function(DCF) mode are becaning
increasinty popuar. In DCF modk, the 802.11 protoml [1] does
not requie ary centralizedentity to co-adinate users’transmis-
sions. The MAC layer usesa CSMA/CA algorithm for shared
use of the mediun. In this extended abstract,we preseh an
available bandwidh estimation schemefor IEEE 80211-based
wireless networks. Our schemedoesnot modify the CSMA/CA
MAC protacol in ary manne, but gaugesthe effect of phenanena
suchasmediun contentim, chamel fadingandinterfelence which
influene the available bandvidth, on it. Basedon the effect of
the pheromenaon the working of the mediun-accesschemewe
estimatethe available bandvidth of a wirelesshostto eachof its
neigtbors*.

Il. AVAILABLE BANDWIDTH ESTIMATION

Figure 1 shows the stagesin the transmissionof a single
paclet usingthe IEEE 80211 DCF MAC pratocol. Details of the
individual messageandgaps canbe foundin [1]. We measurehe
throwghpt of transmittinga paclet as TP = 2, where S is
the size of the paclet, ¢, is the time the ACK is receved and ¢,
is the time that the paclet is readyat the MAC layer The time
intervd t, — t, includesthe chanml busy and cortentiontime. We
keepseparatehroughpu estimatego different neichborsbecause

the chamel condtions may be very differentto eachone.
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Fig. 1. IEEE 802.11unicastpaclet transmissiorsequene.

1A neighba of a wireless hostis definedas ary other wireless host within its
transmissio range

This link layer measurem® mechaism capturs the effect of
contertion on available bandvidth. If contetion is high, ¢, — t,
will increaseandthethrouchputZ' P will decreaseThis mechaism
also captues the effect of fading and interferenceerrorsbecause
if theseerras affect the RTS or DATA paclets, they have to be
re-trarsmitted.This increases, —t, andcorrespondimgly decreases
available bandvidth. Our available bardwidth measuremnt mech
anismthustakesinto accoumn the phenanenacausingit to decrease
from the theoetical maximun chanml capacity It shouldbe noted
thatthe availablebandwidh is measuredisingonly successful link
layer transmission®f an ongoing dataflow.

It is clearthat the measued throudhput of a paclet depend on
the size of a paclet. Larger paclet hashighermeasurd throughput
becaseit sendsmre dataonceit grabsthe channel.To make the
throwghpu measuremdrindependent of paclet size,we nornalize
thethroughput of a paclet to a pre-definedpaclet size.In Figurel,
Ty = S/BWy,, is theactualtime for thechanrel to transmitthedata
paclet, where BW,, is the chanml’s bit-rate.Herewe assumehe
chanml's bit-rateis a pre-cefinedvalue. The transmissioriimes of
two pacletsshoulddiffer only in their timesto transmitthe DATA
paclets. Therdore, we have:

S1 _ So
(trl - tsl) - BWch - (tr2 ts2) BWch (1)
So Sa
T TP, BW, )

where S; is the actualdatapaclet size,and S, is a pre-cefined
standardpaclet size. By Equation (2), we can calculatethe nor

malizedthroughpu T'P; fr the standad size paclet. To verify the
validity of this equatim, we simulateda grouy of mobile wireless
hostswithin a single-h@ ad hoc network usingthe ns-2 network

simulator We sentCBR traffic from onehostto anotter, andvaried
the paclet sizefrom 64 bytesto 640 bytes during the course of the
simulation The measuredraw throughput is normalized against
a standardsize, picked as 512 bytes. Figure 2 shaws the result
of the measued raw throuchput andits correspondig normalizel
thorughpu. Obviously, the raw throudhput deendson the paclet
size; larger paclet size leadsto higher measuredhroudhput. The
nomalized throughpu, on the other hand, does not depad on
the data paclet size. Hence,we use the normalizel throughput
to represen the bandvidth of a wirelesslink, to filter out the
noiseintroducedby the measued raw throughpu from paclets of
different sizes.

Another important issueis the robustness of the MAC layer
bandvidth measuement.We measurethe bandwidh of a link in
discretetime intenals by averagng the throughpus of the recent
pacletsin thepasttime window anduseit to estimate¢hebandwidh
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Fig. 2. Raw andnormalizd througtput at MAC layer.

in the current time window. Obviously, this estimationmay not
be accunate becausdhe chanrel condition may have changd. To
evaluatethe estimationerror, we run a CBR flow using UDP with
data rate 160 kbps from a nock to anotherin a 10 node one-
hop ernvironment. Backgraund traffic consistsof 1 gree¢y TCP
flow in the light chanrl contertion case,and 7 TCP flows in
the heary contertion case.Here we use TCP only to geneate
bursty cross-tréfic to the UDP flow. We measureand normalize
the throughpu of the CBR flow every 2 second usingthe average
of paclet throudhputsin the pasttime window. Our resultsshav
that underlight chanmel contenion, over 97% of the estimatesare
within 20% of error; underheary contentim, still over 80% of the
estimatesare within 20% of erra. We thus corclude that using
average throughpu of pastpacletsto estimatecurrent bandvidth
is feasibleandrohust.

Figure 3(b) shawvs the perfamanceof the bandwdth estimation
schemein a static multi-hop scenario3(a). The plot shavs the
throwghpu obsenred out of the sameinterface (host 0) to differert
neighbors can be differentbasedon different levels of conterion.
The interferenceflow from host3 to host4 is 200 kbpsand starts
90 secondsnto the simulation.It lies within theinterferencerange
of host2 and herce conterls with the flow from host0 to host2,
but is out of range of host0 andhost1 and hencedoesnot affect
the available bandvidth from 0 to 1. A smoothimy factorhasbeen
appliedto the estimatedavailable bandvidth plots.

Simulation of chanml erras due to physical objects such as
walls, doors, etc.is not possiblein ns-2.However, we have usedour
bandvidth estimationschemein indoor and outdar testbedervi-
ronmentsin conjurction with a single-hg bandvidth managment
anda multi-hop flow contiol schemeWe briefly summaize these
apprachesin the CaseStudiessectionlV andrefer the interested
readerto the detailsin [2], [5].

I1l. CHANNEL TIME PROPORTION AND ADMISSION CONTROL

We use the bardwidth estimationmechaism outlined in the
previous section for admissioncontwol in single- and multi-hop
wireless networks. We first introduce the conept of channel
time proportion (CTP), using a simple exanple. Assumethat the
throughput TP over a particula wirelesslink is 10 MAC frames
of a particularsize S per second basedon the level of contention
andphysicalerra experiencedon this link. Assumethata particular
flow requires3 framesoverthis link betweemeighbor. It thusneeds
to be active on the sendinghosts interfacefor 30% of unit time,
on averag. This leaves only 70% of unit time available to other
flows out of this interface,which directly affeds their admission
We canthenextendthis logic to bits per secondalso.If & bits can
betransmittedover awirelesslink in a secondgiven a certainlevel

of contenion and physical erras, and a userrequies a minimum
throwghpu of [ bits persecondthenin effectthe userrequires % of
unit time on the sourceinterface. The CTP requiementof a flow
canthusbe obtaired by simply dividing its bandvidth requrement
in bits per secondby the estimatedavailable bandvidth. The CTP
regurementis a fraction Admissioncontol divides up 100% of
chanrl time on an interfaceamory the differentflows basedon
their requilementsand certainfairnesscriterion

IV. CASE STUDIES

We have usedour MAC layer bandvidth estimationscheme
as an essentialcompment in the constrction of: (a) a dynamic
bandvidth managment schemefor single-hg@ mobile ad hoc
networks [5], and(b) anexplicit rate-baedflow contrd schemeor
multi-hop mokle ad hoc networks [2]. We briefly describeboth of
thesein this section.

A. Dynamic Bandwidth Management in Sngle-hop Ad hoc Net-
works

Our admissioncontrd and dynamic bandvidth managment
schemeprovides fairnessand rate guaanteesin the absenceof
distributed link layer fair scheduling The schemeis especially
suitedto smart-nomswherepeerto-peermultimediatransmissions
needto adapttheir transmissiorratesco-ogeratively. We mappel
minimum and maximum bandwidh requrementsof a flow to the
respectre CTP requiements.The centerpiece of the scheme,a
BandwidthManager (BM), allots eachflow a shareof the chanrel
depeuwling on its requiementsrelative to thoseof otherflows. The
BM usesa maximin fair algoiithm with minimun CTP guaranees.
Admitted flows co-operatively contiol their transmissiorratesso
they only occupy the chamel for the fraction of time allotted to
them. As available bandwidh in the network changs and traffic
charateristicscharge,the BM dynamicallyre-allocaesthe chanrel
accesdime to eachindividual flow. Simulationsshoved that, at a
very low costandwith high probaliity, every flow in the network
will receie at leastits minimum requestedshareof the network
bandvidth. We alsocondictedtestbedexperimentswith ourscheme
using a real-time audio streamingapplication runnng between
Linux laptogs equipedwith standardEEE 80211bnetwork cards.
The bandwidh estimationprocelure was embedeéd in the device
driver of the Lucent IEEE 80211b network card.

B. EXACT

EXACT is a rate-baed explicit flow contrd schemedesignd
for the multi-hop ad hoc network scenariolt EXACT, eachrouter
deterninesthe dataratesof the flows thatare currently passingthe
router, basedon the measued bandvidth of the outgang wireless
links. The request of eachflow in bandvidth is convertedinto a
request for chanrl time propation, and the total chanrel time
is allocatedto the competig flows using the max-min fairness
criterion Our resultsshawv that the explicit rate allocationscheme
caneffedively utilize the bandvidth resouce of the wirelesslinks.

V. LIMITATIONS

The following are the two major limitations of our link layer
available bandvidth estimationmechanism.

First, the link layer available bandvidth estimationmay lead
to inaccurée admissioncontrd becauset is impossibleto gaug



0(700,400) 1(900,400)

1.65e+06

1.6e+06

T T
Perceived bw to 1
Perceived bw to 2 —-==—=

15e+06 [

1.4e+06 |-

1.3e+06 |-

1.2e+06

Mean perceived bandwidth (bps)

1.1e+06 |-

200kbps peresued b —
200kbps Loev0s [ e o e s
E 1.55e+06
O 2(700,600) £
ka 3 Lsers
;o 5
I g 1.45e+06
4(550,950) ! & 140006 -
1 1.35¢+06 [
‘
interferenc 3(700,1000) 13e406 5‘0 u‘w 1;)0
0-1400kbps Time (seconds)
(a) Scenaio. (b) Different throughput to different neighborson the

sameinterface.

L L L L L L L
200 250 [ 200 400 600 800 1000 1200

Interference bw (kbps)

1400

(c) Accuracy of available bandwith estimaton.

Fig. 3. Bandwidth estimaion in a static multi-hop wirelessnetwork.

beforehandthe effect, due to mediun contertion, that a nev 500
kbpsdataflow will have on the available bandwidh of previously
existing flows in the neightorhaod. We may admit a 500 kbps
flow basedon its CTP requrements,but onceit begins opeation,
it may increasecontertion and causea substantialdecrase in
available bandwidh of the neigtboring flows (othe flows sharing
the channel) Sincethe CTP allotted remainsconstantin the BM
scheme,the decreasen available bandvidth causesa decrease
in raw throughpu available to the neighboring flows, causing
a deggradation in their quality. However, they can then request
more CTP to compesate for the drop in available bandvidth.
Hence,the prablem of inaccuate admissionsn the BM scheme
is solved by having dymamic re-regotiation in the presese of
chan@d conditions broudht on by inaccuate admissioncontrd.
In geneal, in wireless networks, one-time admissioncontmol is
insufiicient. Condtions are dynamically varying, so a provision
mustbe presento allow flows to modify reserations. By defaut,
in the BM schemeflows re-negotiate their CTP if their available
bandvidth varies by 15% sincethe last re-regotiation

The secondlimitation of the link layer available bandvidth
estimationschemeoccus only in a multi-hop ernvironmen and
is illustrated in Figure 3(c). (The simulation scenariofor this
expaiment is shavn in Figure 3(a)) As the bit-rate of the flow
from 3 to 4 increasesthe available bandwidh measuement of
the flow from O to 2 deceasesuntil it reachesa knee.After this,
the available bandwidh appess to increasewith an increae in
contertion! This is obviously an anomaly When the bit-rate of
the flow from 3 to 4 increasesthis flow practicdly captures the
chanrel. RTS transmissioafrom node0 to 2 arenot ackrowledged
with a correspondig CTS, becausethe host 2 can sensethe
continwous transmissiorfrom 3 to 4 within its interfeencerange
After several RTS re-transmissios, node0 givesup anddrops the
paclet 2. Although a few pacletsmight still manageo getthrough,
they yield aninaccuateavailablebandvidth reading seenafterthe
kneein the curve. This anomalycan be alleviated when molility
is presentWith mobility, the location of the nodes are constantly

2This problemdoesnot ocaur in a single-top scenaio becase,in sucha case
nodeO will alsobe ableto sensethe continuoustransmissiorfrom 3 to 4 and will
not sendan RTS to begin with during this time.

chandng, which avoids persistanthamel captuing by a flow. This

situationcanbe further improvedwith a MAC layer distributedfair

schedling scheme(e.g [3], [4]), which aimsto improve medium

accesdairnesdbetweercortendingnodes.Our resultof the EXACT

schemén a multi-hop mokile network scenaricshavs that, despite
this difficulty in bandvidth measrmement,it still achieves our
flow contrd goalin EXACT. Therefae, we corsiderit a feasible
solutionin practice.

VI. CONCLUSION

The aim of available bandwidh estimationis to sene asa basis
for admissiorcontol andratecontrolof flows sharingthe network.
We have developed a perneighbor available bandwidh estimation
schemefor IEEE 80211-kasedwireless networks, in which we
leverage the protocd’s mechaisms to deal with contertion and
physical channé errors, to gaug how much these phenanena
affect the available channé bandvidth. We utilized the available
bandvidth so obtaired, andthe coneptof chanrel time propation
(CTP), in (a) a dynanic bandwidh managmentframework for
single-top mokle ad hoc networks, and (b) an explicit rate-tased
flow control schemefor multi-hop mobile ad hoc networks.
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