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I . INTRODUCTION

Available bandwidth estimationis a vital component of admis-
sion control for quality-of-service(QoS) in both wireline as well
aswirelessnetworks. In wirelessnetworks, theavailablebandwidth
undergoes fasttime-scalevariationsdueto channel fadinganderror
from physical obstacles.Theseeffects are not presentin wireline
networks, andmake estimationof availablebandwidth in wireless
networks a challenging task.Furthermore, the wirelesschannel is
also a shared-accessmedium, and the available bandwidth also
varieswith the number of hostscontending for the channel.

Wirelesslast-hopnetworks employing the IEEE 802.11 protocol
in Distributed Co-ordination Function(DCF) modeare becoming
increasingly popular. In DCF mode, the 802.11 protocol [1] does
not require any centralizedentity to co-ordinate users’ transmis-
sions. The MAC layer uses a CSMA/CA algorithm for shared
use of the medium. In this extended abstract,we present an
available bandwidth estimation schemefor IEEE 802.11-based
wirelessnetworks. Our schemedoesnot modify the CSMA/CA
MAC protocol in any manner, but gaugesthe effect of phenomena
suchasmedium contention, channel fadingandinterference,which
influence the available bandwidth, on it. Basedon the effect of
the phenomenaon the working of the medium-accessscheme,we
estimatethe available bandwidth of a wirelesshost to eachof its
neighbors 1.

I I . AVAILABLE BANDWIDTH ESTIMATION

Figure 1 shows the stages in the transmissionof a single
packet using the IEEE 802.11 DCF MAC protocol. Detailsof the
individual messagesandgaps canbe found in [1]. We measurethe
throughput of transmittinga packet as ����� ��
	����� , where � is
the size of the packet, ��� is the time the ACK is received and ���
is the time that the packet is readyat the MAC layer. The time
interval � ��� � � includesthe channel busy andcontentiontime. We
keepseparatethroughput estimatesto different neighborsbecause
the channel conditions may be very differentto eachone.
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Fig. 1. IEEE 802.11unicastpacket transmissionsequence.

1A neighbor of a wireless host is definedas any other wireless host within its
transmission range.

This link layer measurement mechanism captures the effect of
contention on available bandwidth. If contention is high, � ��� � �
will increaseandthethroughput ��� will decrease.This mechanism
also captures the effect of fading and interferenceerrorsbecause
if theseerrors affect the RTS or DATA packets, they have to be
re-transmitted.This increases��� � ��� andcorrespondingly decreases
availablebandwidth. Our availablebandwidth measurement mech-
anismthustakesinto account thephenomenacausingit to decrease
from the theoreticalmaximum channel capacity. It shouldbenoted
that theavailablebandwidth is measuredusingonly successful link
layer transmissionsof an ongoing dataflow.

It is clear that the measured throughput of a packet depends on
thesizeof a packet. Larger packet hashighermeasured throughput
because it sendsmre dataonceit grabsthe channel.To make the
throughput measurement independent of packet size,we normalize
thethroughput of a packet to a pre-definedpacket size.In Figure1,��������� �"!$#&% is theactualtimefor thechannel to transmitthedata
packet, where �"! #&% is the channel’s bit-rate.Herewe assumethe
channel’s bit-rateis a pre-definedvalue.The transmissiontimesof
two packetsshoulddiffer only in their timesto transmitthe DATA
packets.Therefore, we have:

')(+*�,�-.(+/0,012- 3 ,46587&9 : ')(+*�;<-.(+/&;�12- 3 ;46587+9 (1)

: 3 ;=?> ; - 3 ;4@5 7&9 (2)

where �BA is the actualdatapacket size, and ��C is a pre-defined
standardpacket size. By Equation (2), we can calculatethe nor-
malizedthroughput �6�?C fr the standard sizepacket. To verify the
validity of this equation, we simulateda group of mobile wireless
hostswithin a single-hop ad hoc network using the ns-2 network
simulator. We sentCBR traffic from onehostto another, andvaried
thepacket sizefrom 64 bytesto 640bytes during thecourseof the
simulation. The measuredraw throughput is normalized against
a standardsize, picked as 512 bytes. Figure 2 shows the result
of the measured raw throughput and its corresponding normalized
thorughput. Obviously, the raw throughput dependson the packet
size; larger packet size leadsto higher measuredthroughput. The
normalized throughput, on the other hand, does not depend on
the data packet size. Hence,we use the normalized throughput
to represent the bandwidth of a wireless link, to filter out the
noiseintroducedby the measured raw throughput from packetsof
different sizes.

Another important issue is the robustness of the MAC layer
bandwidth measurement.We measurethe bandwidth of a link in
discretetime intervals by averaging the throughputs of the recent
packetsin thepasttimewindow anduseit to estimatethebandwidth
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Fig. 2. Raw andnormalized throughput at MAC layer.

in the current time window. Obviously, this estimationmay not
be accurate becausethe channel condition may have changed. To
evaluatethe estimationerror, we run a CBR flow usingUDP with
data rate 160 kbps from a node to another in a 10 node one-
hop environment. Background traffic consistsof 1 greedy TCP
flow in the light channel contention case,and 7 TCP flows in
the heavy contention case.Here we use TCP only to generate
bursty cross-traffic to the UDP flow. We measureand normalize
the throughput of the CBR flow every 2 seconds usingthe average
of packet throughputs in the past time window. Our resultsshow
that underlight channel contention, over 97% of the estimatesare
within 20% of error;underheavy contention, still over 80% of the
estimatesare within 20% of error. We thus conclude that using
average throughput of pastpackets to estimatecurrent bandwidth
is feasibleandrobust.

Figure3(b) shows the performanceof the bandwidth estimation
schemein a static multi-hop scenario3(a). The plot shows the
throughput observed out of the sameinterface(host 0) to different
neighborscanbe differentbasedon different levels of contention.
The interferenceflow from host3 to host4 is 200 kbpsandstarts
90 secondsinto thesimulation.It lies within the interferencerange
of host2 andhence contends with the flow from host0 to host2,
but is out of range of host0 andhost1 andhencedoesnot affect
the availablebandwidth from 0 to 1. A smoothing factorhasbeen
appliedto the estimatedavailablebandwidth plots.

Simulation of channel errors due to physical objects such as
walls,doors,etc.is notpossiblein ns-2.However, we haveusedour
bandwidth estimationschemein indoor andoutdoor testbedenvi-
ronmentsin conjunction with a single-hop bandwidth management
anda multi-hop flow control scheme.We briefly summarize these
approachesin the CaseStudiessectionIV andrefer the interested
readerto the detailsin [2], [5].

I I I . CHANNEL TIME PROPORTION AND ADMISSION CONTROL

We use the bandwidth estimationmechanism outlined in the
previous section for admissioncontrol in single- and multi-hop
wireless networks. We first introduce the concept of channel
time proportion (CTP), using a simple example. Assumethat the
throughput ��� over a particular wirelesslink is 10 MAC frames
of a particularsize � per second,basedon the level of contention
andphysicalerror experiencedon this link. Assumethataparticular
flow requires3 framesoverthis link betweenneighbor. It thusneeds
to be active on the sendinghost’s interfacefor 30% of unit time,
on average. This leaves only 70% of unit time available to other
flows out of this interface,which directly affects their admission.
We canthenextendthis logic to bits per secondalso.If D bits can
betransmittedover a wirelesslink in a second, given a certainlevel

of contention andphysical errors, anda userrequires a minimum
throughput of E bits persecond,thenin effect theuserrequires FG of
unit time on the sourceinterface.The CTP requirementof a flow
canthusbeobtainedby simply dividing its bandwidth requirement
in bits per secondby the estimatedavailablebandwidth. The CTP
requirement is a fraction. Admissioncontrol divides up 100% of
channel time on an interfaceamong the differentflows basedon
their requirementsandcertainfairnesscriterion.

IV. CASE STUDIES

We have used our MAC layer bandwidth estimationscheme
as an essentialcomponent in the construction of: (a) a dynamic
bandwidth management schemefor single-hop mobile ad hoc
networks [5], and(b) anexplicit rate-basedflow control schemefor
multi-hop mobile ad hocnetworks [2]. We briefly describebothof
thesein this section.

A. Dynamic Bandwidth Management in Single-hop Ad hoc Net-
works

Our admissioncontrol and dynamic bandwidth management
schemeprovides fairnessand rate guaranteesin the absenceof
distributed link layer fair scheduling. The schemeis especially
suitedto smart-roomswherepeer-to-peermultimediatransmissions
needto adapttheir transmissionratesco-operatively. We mapped
minimum andmaximum bandwidth requirementsof a flow to the
respective CTP requirements.The centerpiece of the scheme,a
BandwidthManager (BM), allots eachflow a shareof the channel
depending on its requirementsrelative to thoseof otherflows. The
BM usesa max-min fair algorithm with minimum CTPguarantees.
Admitted flows co-operatively control their transmissionratesso
they only occupy the channel for the fraction of time allotted to
them. As available bandwidth in the network changes and traffic
characteristicschange,theBM dynamicallyre-allocatesthechannel
accesstime to eachindividual flow. Simulationsshowed that, at a
very low costandwith high probability , every flow in the network
will receive at least its minimum requestedshareof the network
bandwidth. Wealsoconductedtestbedexperimentswith ourscheme
using a real-time audio streamingapplication running between
Linux laptops equippedwith standardIEEE802.11bnetwork cards.
The bandwidth estimationprocedure was embedded in the device
driver of the Lucent IEEE 802.11b network card.

B. EXACT

EXACT is a rate-based explicit flow control schemedesigned
for the multi-hop ad hoc network scenario.It EXACT, eachrouter
determinesthedataratesof theflows thatarecurrently passingthe
router, basedon the measured bandwidth of the outgoing wireless
links. The request of eachflow in bandwidth is converted into a
request for channel time proportion, and the total channel time
is allocatedto the competing flows using the max-min fairness
criterion. Our resultsshow that the explicit rateallocationscheme
caneffectively utilize thebandwidth resource of thewirelesslinks.

V. L IMITATIONS

The following are the two major limitations of our link layer
availablebandwidth estimationmechanism.

First, the link layer available bandwidth estimationmay lead
to inaccurate admissioncontrol becauseit is impossibleto gauge
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(b) Different throughput to different neighborson the
sameinterface.
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(c) Accuracy of available bandwidth estimation.

Fig. 3. Bandwidth estimation in a static multi-hop wirelessnetwork.

beforehandthe effect, due to medium contention, that a new 500
kbpsdataflow will have on the availablebandwidth of previously
existing flows in the neighborhood. We may admit a 500 kbps
flow basedon its CTP requirements,but onceit begins operation,
it may increasecontention and causea substantialdecrease in
availablebandwidth of the neighboring flows (other flows sharing
the channel). Sincethe CTP allotted remainsconstantin the BM
scheme,the decreasein available bandwidth causesa decrease
in raw throughput available to the neighboring flows, causing
a degradation in their quality. However, they can then request
more CTP to compensate for the drop in available bandwidth.
Hence,the problem of inaccurate admissionsin the BM scheme
is solved by having dynamic re-negotiation in the presence of
changed conditions brought on by inaccurate admissioncontrol.
In general, in wireless networks, one-time admissioncontrol is
insufficient. Conditions are dynamically varying, so a provision
mustbe present to allow flows to modify reservations. By default,
in the BM scheme,flows re-negotiate their CTP if their available
bandwidth varies by 15% sincethe last re-negotiation.

The secondlimitation of the link layer available bandwidth
estimationschemeoccurs only in a multi-hop environment and
is illustrated in Figure 3(c). (The simulation scenario for this
experiment is shown in Figure 3(a).) As the bit-rate of the flow
from 3 to 4 increases,the available bandwidth measurement of
the flow from 0 to 2 decreasesuntil it reachesa knee.After this,
the available bandwidth appears to increasewith an increase in
contention! This is obviously an anomaly. When the bit-rate of
the flow from 3 to 4 increases,this flow practically captures the
channel. RTS transmissions from node0 to 2 arenot acknowledged
with a corresponding CTS, becausethe host 2 can sensethe
continuous transmissionfrom 3 to 4 within its interferencerange.
After several RTS re-transmissions, node0 givesup anddrops the
packet 2. Although a few packetsmight still manageto getthrough,
they yield aninaccurateavailablebandwidth reading, seenafter the
kneein the curve. This anomalycan be alleviated when mobility
is present.With mobility, the locationof the nodes areconstantly

2This problemdoesnot occur in a single-hop scenario because, in sucha case,
node0 will alsobe able to sensethe continuoustransmissionfrom 3 to 4 andwill
not sendan RTS to begin with during this time.

changing, which avoidspersistantchannel capturing by a flow. This
situationcanbefurther improvedwith a MAC layerdistributedfair
scheduling scheme(e.g. [3], [4]), which aims to improve medium
accessfairnessbetweencontendingnodes.Ourresultof theEXACT
schemein a multi-hop mobile network scenarioshows that,despite
this difficulty in bandwidth measrumement,it still achieves our
flow control goal in EXACT. Therefore, we consider it a feasible
solutionin practice.

VI . CONCLUSION

The aim of availablebandwidth estimationis to serve asa basis
for admissioncontrol andratecontrolof flows sharingthenetwork.
We have developeda per-neighbor availablebandwidth estimation
schemefor IEEE 802.11-basedwireless networks, in which we
leverage the protocol’s mechanisms to deal with contention and
physical channel errors, to gauge how much these phenomena
affect the available channel bandwidth. We utilized the available
bandwidth soobtained,andtheconceptof channel time proportion
(CTP), in (a) a dynamic bandwidth management framework for
single-hop mobile ad hoc networks, and(b) an explicit rate-based
flow control schemefor multi-hop mobile ad hoc networks.
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