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Abstract—Recent studies have shown that signal-processing
techniques are quite valuable for the modeling and analysis
of modern networks and network traffic [1] [2]. However,
to date most of these studies have focused on characterizing
the multi-scale and long-memory stochastic nature of single
streams or traces of non-encrypted network traffic. The key
approach used has been to transform traces of packet arrival
times and/or packet size into encoded time signals, which
then allow analysts to perform standard statistical and time-
frequency-scale signal analyses. In this paper we summa-
rize some of our results which show that under this analysis,
traces from both wireless and wire-line networks leak useful
information about the properties of the network and applica-
tions under examination, even when the actual packets are
encrypted or attempts are made to mask the traffic timing.
Furthermore, when multiple signal techniques are used be-
tween individual time streams, even more information about
the underlying routing and flows can be uncovered.

1. INTRODUCTION

In this paper we summarize the results of several experiments
where we have performed traffic analysis on simulated data
networks using only minimal information about packet trans-
mission timing and elementary signal and system analysis
techniques. Each analysis targets a particular layer of the net-
work and its applications. The algorithms used for each layer
will be briefly summarized, but where appropriate the reader
will be referred to previously published details.

In particular the results presented will show:

• Standard spectral analysis can extract timing information,
such as round-trip times of TCP connections, from traces of
aggregated data. Such information can help identify the type
of transport protocol being used, and can help isolate the rel-
ative locations of the connections within the network.
• Cross-spectra analysis of the traces from nodes in a net-
work allows us to perform network topology discovery (i.e.
determine how packets are routed through the network), even
with moving nodes and dynamic routing.
• State-space analysis of the traces can be used to identify
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network topology as well as determining which nodes of
a wireless network provide routing ingress and egress with
other distant, non-detectable nodes.
• Graph-Theoretic based routing algorithms can further
process the above topological information to develop es-
timates of the most likely paths for distinguishable traffic
flows.

2. NETWORK UNDERSTANDING TECHNIQUES

Discovering Transport and Application Layer Timing using
Spectral Analysis

Simple spectral analysis can be used as a tool for network
understanding at higher layers, such as the transport and ap-
plication layers. These layers are typically concerned with es-
tablishing end-to-end communication sessions between end-
hosts. This includes network transport protocols such as TCP
(Transmission Control Protocol) and UDP (User Datagram
Protocol), up to applications such as video streaming, IP tele-
phony, FTP (File Transfer Protocol) and HTTP (Hyper Text
Transfer Protocol or web browsing). We are concerned with
identifying key timing characteristics. For example, timing
properties such as round trip times, and application data-
transfer characteristics such as packet send-rates.

A Typical Wireless Network Analysis— In wireless networks,
we use a network tap model which consists of a system that
can: 1) detect physical layer RF transmissions above a cer-
tain threshold, and 2) uniquely associate each transmission
received with a unique node identifier [3]. Consequently, a
tap may only hear a subset of nodes in the network. More-
over, we do not assume that the taps participate (or, indeed,
even know about the Media Access or MAC layer) in the net-
work. We have applied the same technique to wireline net-
works with similar results, using tools like tcpdump and data
filtering based upon the unencrypted packet headers.

We now present the results from [3], which analyzed a four
node ad hoc wireless network with two Constant Bit Rate
(CBR) flows and one File Transfer Protocol (FTP) flow
present, as shown in Figure 1. We simulated this network
using the well known ns-2 simulator [4], using 2Mb/s trans-
mission bandwidth (the ns-2 settings for Lucent WaveLAN),
an 802.11b MAC layer [5], and the Dynamic Source Rout-
ing (DSR) protocol [6] to maintain connectivity in the ad hoc
network. We generated an analysis signal for 300 seconds of
network activity using a simple encoding scheme: the signal
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is created from the tap trace by assigning a +1 at the time of
all transmissions from node 0, and−1 at the time of all trans-
missions from node 3. As an aside, the trace produced by this
tap is more complicated than a trace from a wire-line network
with an equivalent topology. This is due to the support traf-
fic used in wireless networks: DSR routing updates which do
not correspond to any end-to-end flow; 802.11b RTS, CTS
and MAC layer ACK transmissions; and collisions resolved
at the MAC layer that lead to retransmissions. Furthermore,
the wireless trace may be noisy or incomplete (due to missed
or false detections arising from variable received SNR at the
tap).

This analysis signal is an example of a non-uniformly sam-
pled signal. Lomb, Scargle, Barning, Vaníček [7][8] devel-
oped a spectral analysis technique specifically designed for
such kinds of data. The method estimates a power spectrum
for N arbitrary time points of data at any set of arbitrary
frequencies f1, . . . fM . The result is equivalent to a least-
squares fit of a sinusoid of frequency fi to the data points.
Figure 2 shows the resulting periodogram on the analysis sig-
nal, plotting power vs., period (i.e. 1/fi), which is more use-
ful than frequency for identifying network timings. The three
prominent peaks correspond to key periodicities in each of
the three flows. Both CBR flows are revealed by peaks al-
most exactly at their transmission rates. The FTP flow from
0 → 3 can be identified by the peaks spread around 328.85
ms, which corresponds to the average round-trip time (RTT)
for this flow, and falling well within the RTT standard devia-
tion of 92.5 ms (both numbers reported by ns-2).

In this example, the method was able to identify the key tim-
ing parameters, revealing all three IP flows, even though the
tap signal did not contain any transmissions caused by one of
the flows. Observe that the plot clearly shows the period of
CBR 1→ 3 even though the tap cannot hear the transmissions
of either node 1 or 2, and has no way to know when node 3
receives a packet. We speculate that this arises from one flow
imprinting on the other. The CBR flow from 1 → 3 shares
part of its path with the FTP, causing timing interactions be-
tween the two flows. The CBR timing is thus reflected in
the timing of the FTP acknowledgements. Work with other
traces, real and simulated, have so far supported this specula-
tion.

Identifying Active Links and Network Dynamism via Cross-
Coherence

The next technique presented performs joint analysis of mul-
tiple trace signals in order to relate transmissions in one lo-
cation with those at another. We have found that standard
windowed time-frequency techniques such as spectrograms
made with cross spectral densities (CSDs) or their normal-
ized counterpart, cross-coherence, capture the variations in
these signal relationships as they evolve over time, and can
reveal the dynamic changes in data flows due to dynamic
network routing, or changes in network loading. If there is
enough periodicity in a trace to show spectral peaks, and if

the transmissions of one source are forwarded or answered by
another source at some layer of the network (e.g. TCP ACKs
or MAC RTS/CTS protocols), then we can compute the de-
gree that the two different traces are related using CSDs or
cross-coherence.

We now show an example, again from [3], where we have
identified all active single-hop or MAC layer links between
the various nodes in a mobile ad hoc wireless network.
Such networks have transient links as the node connectivity
changes. The changes are due to nodes moving in and out of
range, and passing behind blocking obstacles.

The trace data is generated from the same simulated wireless
network described in Figure 1, except with a reduced set of
flows: an FTP from 0→ 3 by way of node 2, and a CBR from
1→ 3, also by way of node 2. We generated a set of analysis
signals for 30 seconds of network activity using a multiple
signal encoding scheme: a separate, uniformly sampled time
signal for each node is generated by placing a unit impulse at
the start time of each detected transmission (quantized the the
nearest sample).

Network re-routing was triggered twice during this 30 second
period by having node 1 move around node 2 at a constant
speed, stopping briefly between nodes 0 and 2, then between
nodes 2 and 3, finally returning to its original location. When
the distance between 1 and 3 becomes smaller than that be-
tween 2 and 3, the network re-routes the 1→ 3 traffic directly
between those two nodes.

Cross-coherence spectra of 32 frequency bins computed for
each node pair were computed using 512 ms time windows
and a 50 % overlap. The resulting two-dimensional time-
frequency grams for each pair of nodes are displayed in
Figure 3. Plots with steady spectral peaks (i.e. horizon-
tal lines) indicate strong, continuous coherence, suggesting
steady two-way transactions (and hence a flow caused by an
application). Furthermore, as mentioned in the previous sec-
tion, the location and shapes of the peaks provide information
that may help identify the types of data transfers.

Initially, strong coherence occurs between node pair 2 and 3
The link 2↔ 3 is carrying the both the FTP, and CBR. There
is a lack of coherence between nodes 0 and 1 because they do
not share any flows.

When the network reroutes, most cross-coherences change
quite abruptly, with the strongest changes in the plots for 1↔
3 and 2 ↔ 3. Thus we can detect changes in the network
flows due to re-routing. The detection of such changes are
easily automated, and we have used this technique to generate
dynamic topology maps with a reasonable degree of accuracy.
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Link Topology and Source-Sink Discovery Using State-Space
Analysis

A State-Space Technique for Generating a Conversation
Probability Matrix— This techniques examines the structure
of all recorded traces from a purely causal perspective. The
underlying approach is based on fundamental assumptions
about the recorded traffic flows from the perspective of a
given event (transmission), rather than from the perspective
of the network node.

The algorithm is based upon two assumptions. 1) In general,
the likelihood of a transmission being a response to a prior
transmission decreases as the elapsed time between them in-
creases. This is a direct consequence of causality with the
added stipulation that a network tries to operate efficiently.
Loosely speaking, we expect related packets to be located
(temporally) closer than unrelated ones. 2) The inter-arrival
times between a fixed event and any other event are approx-
imately Poisson distributed 1. This assumption may seem
somewhat counter intuitive in light of recent research in the
long range dependency (related to self-similarity or fractal
structure) of network traffic as observed in [1]. However,
this reference provides a metric for this dependency H, the
Hurst Parameter. We have empirically measured H for all
our simulations, and have found that long range-dependency
behavior can be neglected for time scales on the order of 4.5
ms or less. The average inter-event times for our networks
occur on the order of 1 ms, which falls comfortably within
the time scale where traces can be characterized by classical
second-order statistics such as the Poisson distribution.

The algorithm uses a state-space representation of the nodes
to generate a conversation probability matrix (CPM). The
state vector of node j is updated at each detected transmis-
sion by node j by computing a weighted sum using the pre-
vious state vector and a new weight vector Wj consisting of
weighted contributions from each node i. Each resulting i, j
is an entry in the CPM and corresponds to the probability that
the transmission generated by node j is due to one generated
previously by node i. Figure 4 shows a notional represen-
tation of the weighting assignment. The constant λ is the
Poisson parameter estimated from the trace statistics. One
further aspect of the algorithm results from the causality con-
straint: the weight for node i is set to zero if an instigating
transmission from node i ended after the start of the current
transmission from node j.

Identifying Network Sources and Sinks— This technique has
been extended to determine the likelihood of a given node be-
ing a source or sink for packet flows (either as an application
endpoint, serving as a gateway for the wireless network, or
as a route to other nodes in the network that are not detected
by our tap). We identify such activity as egress for simplic-
ity. The basic assumption is that the longer it takes for any
detected reactions to a transmission to occur, the more likely

1We are currently working on extensions to this algorithm that use emper-
ically derived statistical models

the current transmission is a response to an undetected node
or was simply generated by the node itself. We now define an
egress weight, corresponding to 1 − max[Wj ] where Wj is
weight vector generated by the state space technique above.
We augment the state j (and hence add a column to the CPM)
to include this state of egress. A simple energy or threshold
detection over this egress column provides adequate egress
node detection.

Link Identification and Egress Identification Performance—
This algorithm is run using a sliding window technique to ac-
count for network dynamics. We have found that 10 seconds
of data is required for the CPM to converge adequately. This
process is repeated by sliding the data window forward in
time by one second for each batch. The result is a converged
CPM, updated once a second.

We have run this algorithm on various simulated wireless net-
works ranging from 4 to 50 nodes. The algorithm correctly
detects 65 to 100% of the links in these networks, includ-
ing those cases without MAC-layer feedback, and significant
volume of broadcast or egress transmissions. The false alarm
rate is also low in all cases that do use MAC-layer feedback.

For cases where the entire network can be monitored, the
false alarm rate is in the range of 0 to 4.6%. The highest
false alarm rate among all cases using MAC-layer feedback
is 27% which means that on average only 1.6 false links were
detected in each batch. A random guessing strategy will have
an expected false alarm rate of 50% in this case.

We have found that in scenarios where all MAC-layer feed-
back is suppressed, the false alarm rate is quite high. We
believe that this is due to the fact that events corresponding
to multi-hop forwarding activity, which are hard to differen-
tiate from each other, start to dominate. This is an area of
continued research for us.

We finally observe that our algorithm correctly detects 66.7
to 100% of egress nodes for partially observed networks. The
false alarm rate varies widely, being as high as 86.9% in one
case. We observe that the false alarm rate is higher in cases
with complete network observation. This would be expected
as there are few or no egress transmissions

Estimating Routes for Wireless Traffic Flows

Moving up the network stack, we present an algorithm for
understanding at the network layer (i.e. layer 3). Packets at
this layer typically take multiple hops through the network
before reaching their destination (an example of this is the
IP layer on the Internet). In the domain of ad-hoc wireless
networks, we use our algorithm to discover the most likely
end-to-end routes that are in use. We define a route between a
source-destination pair of nodes as the list of nodes that pack-
ets originating at the source and travelling to the destination
are known to have taken, or will take, based on the routing
tables of the node routers. More than one route may exist be-
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tween node pairs. However, we have found that with DSR
in our wireless scenarios, there is usually only one dominant
route (in terms of traffic volume), even though there may be
two or three routes existent between a pair of nodes,

We use the output of the State-Space Technique described in
the last section as the input for this algorithm. The input is a
trace which identifies the time of each detected transmission,
the transmitter ID and the most likely receiver ID. The output
is a table of active end-to-end routes. One way of interpreting
this output is as an a series of time snap-shot estimates of the
routing tables on all nodes in the network.

The route discovery algorithm uses a modified version of
the Floyd Warshall All Pairs Shortest Path Algorithm (FW-
APSP) [9] which produces all shortest and equal length routes
for each node-pair. We then use an Aggregate Route Coher-
ence statistic to break ties when multiple links exist. The al-
gorithm is run over a series of sliding time-windows, allowing
it to respond to dynamics in the network.

For each time window, the algorithm performs the following
operations. First: Construct a network graph from the input,
by creating a link between two nodes (n1 and n2) if there are
any transmissions from n1 to n2. Second: Run the modified
FW-APSP algorithm on this graph, with unit weight on each
link. Third: Given the resulting routes between each node
pair in the graph, if there are multiple shortest routes, find the
most-likely route for each pair by computing the Aggregate
Route Coherence statistic for each candidate route, choosing
the one with the largest Aggregate Route Coherence.

The Aggregate Route Coherence is a metric we have devel-
oped that indicates the likelihood that packets actually trav-
elled along a given route. It enables comparison of two differ-
ent equal length routes between the same source-destination
pair. This metric is the geometric mean of all the total co-
herences2 of each hop of the route in both directions. This
geometric 2-way mean has an added advantage of being de-
fined for single link routes.

Route discovery performance— We use a highly stringent
scoring for determining performance: a discovered route
is correct if and only if all hops in the route are identi-
fied, and in the correct sequence. The route discovery algo-
rithm driven by perfect receiver identification (obtained from
ground-truth) performs very well. All hops are correctly de-
termined for 79–100% of active routes in the network. The
performance is lowest in mesh-like scenarios that offer the
greatest number of route choices as well as the longest mini-
mum length routes within the network (where we believe that
our scoring may be too stringent), and in scenarios with con-
siderable mobility and network dynamics.

The algorithm is highly sensitive to errors in receiver iden-

2Computed as the integral under the cross-coherence vs frequency graphs
of section 2.

tification, especially if the network has long routes. Intu-
itively, the number of candidate routes (and the potential for
false alarm) increases combinatorially with increase in the
false alarm rate for link detection. In a mesh-like scenario,
when the receiver identification accuracy drops from 100%
(ground-truth) to 78%, the route accuracy drops from 89.5%
to 35.6%.

3. CONCLUSIONS

In conclusion, we have shown several algorithms that uncover
information about the various layers in wireless and wireline
networks using only the most minimal of information: lists of
transmission times and possibly durations associated nodes in
the network. This allows us to examine and understand cer-
tain kinds of networks without knowing the contents of the
transmissions themselves. These algorithms have limitations,
but we have found them to perform very well when moni-
toring conventional 802.11b networks. The performance of
the algorithms do not rely solely on TCP level acknowledge-
ments to detect traffic patterns, as they are sensitive to the un-
derlying MAC layer protocols. However, their performance
generally degrades if these MAC layer feedback protocols are
turned off.

For Wireline networks, we find the algorithms to be quite ro-
bust for understanding UDP and TCP based flows. To date
we have limited results with wireline, but feel that there is
fruitful research to be done in this area because 1) there is
more information available to a network tap (such as source
and destination IDs) and 2) there is perfect detection of packet
timing as it is picked up by the tap.

There are many potential applications of this technology in,
for example, the areas of Network Performance Analysis,
Network Intrusion Detection and Monitoring, and as a part of
future high bandwidth wireless network and communication
systems where the in-situ RF spectra is dynamically analyzed
and reallocated instead the static frequency allocations in use
today.
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Probe only sees 
transmissions from node   
0 (+1) and node 3 (-1) 
Sample signal captured: 

49.94156 -1 
49.94241 1 
49.94280 1 
49.94785 -1

FTP 0→3: round trip time mean = 371 ms
round trip time σ = 92.5 ms

CBR 1→3: packet size = 1024 bytes, 
send rate = one every 173 ms

CBR 3→1: packet size = 1024 bytes,
send rate = one every 75 ms

Figure 1. A Wireless Network With one FTP flow and two CBR flows. The network is configured to route traffic from
nodes 0 and 1 to node 3 (and vice versa) via node 2. The tap is placed such that it only hears transmissions from nodes 0 and 3,
and creates a simple signal encoding.

CBR 3→1: send rate

CBR 1→3: send rate

FTP 0→3: round trip time mean = 371 ms
round trip time σ = 92.5 ms
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Figure 2. The Lomb periodogram for the Wireless Network of Figure 1. The periodogram reveals all three flows in the
network, even though the tap can only hear nodes 0 and 3.
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