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Abstract

In this paper, we report on some preliminary results from an in-depth, wavelet-based analysis of a

set of high-quality, packet-level tra�c measurements, collected over the last 6-7 years from a number

of di�erent wide-area networks (WANs). We �rst validate and con�rm an earlier �nding, originally

due to Paxson and Floyd [14], that actual WAN tra�c is consistent with statistical self-similarity for

su�ciently large time scales. We then relate this large-time scaling phenomenon to the empirically ob-

served characteristics of WAN tra�c at the level of individual connections or applications. In particular,

we present here original results about a detailed statistical analysis of Web-session characteristics, and

report on an intriguing scaling property of measured WAN tra�c at the transport layer (i.e., number

of TCP connection arrivals per time unit). This scaling property of WAN tra�c at the TCP layer was

absent in the pre-Web period but has become ubiquitous in today's WWW-dominated WANs and is a

direct consequence of the ever-increasing popularity of the Web (WWW) and its emergence as the major

contributor to WAN tra�c. Moreover, we show that this changing nature of WAN tra�c can be nat-

urally accounted for by self-similar tra�c models, primarily because of their ability to provide physical

explanations for empirically observed tra�c phenomena in a networking context. Finally, we provide

empirical evidence that actual WAN tra�c traces also exhibit scaling properties over small time scales,

but that the small-time scaling phenomenon is distinctly di�erent from the observed large-time scaling

property. We relate this newly observed characteristic of WAN tra�c to the e�ects that the dominant

network protocols (e.g., TCP) and controls have on the ow of packets across the network and discuss

the potential that multifractals have in this context for providing a structural modeling approach for

WAN tra�c and for capturing in a compact and parsimonious manner the observed scaling phenomena

at large as well as small time scales.

1 Introduction

Self-similar tra�c modeling has, from the beginning, emphasized the need for physical-based or struc-

tural approaches for understanding and describing actual network tra�c dynamics. Structural models,

as discussed in [19], attempt to implicitly take into account the complex hierarchical structure of modern

computer communications networks and the intertwined networking mechanisms that determine the nature

of the tra�c which these networks carry. These structural models are di�erent from the \black box" or

\operational" tra�c models which were popular in the past.

The main objective of this paper is to improve our current understanding of the dynamic nature of

tra�c carried over wide-area networks (WANs) such as the Internet and to outline new structural modeling

approaches for WAN tra�c that are consistent with actual measurements. In particular, we (i) identify
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distinct scaling regions in aggregate packet-level WAN traces, one for small time scales (a few hundreds

of milliseconds and below) and one for large time scales (beyond a few hundreds of milliseconds); (ii)

demonstrate the changing nature of WAN tra�c characteristics at the transport (i.e., TCP/IP) level over

time; (iii) provide empirical evidence for the presence of application-layer WAN tra�c characteristics, which

allows us to adopt a structural modeling approach that explains the empirically observed large-time scaling

phenomenon in aggregate WAN tra�c; and (iv) discuss the feasibility of a structural modeling approach

for WAN tra�c that is capable of capturing the large-time as well as small-time scaling properties in a

compact and parsimonious manner. To accomplish these goals, we rely on a set of high-quality, packet-level

WAN tra�c measurements, collected over the past six to seven years from a number of di�erent WANs

and representing a reasonable cross-section of wide-area Internet behavior. Our in-depth analysis of these

WAN tra�c traces is based on a wavelet-based technique recently suggested and developed by Abry and

Veitch [1]. This technique provides a natural and e�ective tool for investigating scaling properties that

may be present in large data sets.

There have been signi�cant advances in the recent past in structural modeling approaches for local area

network (LAN) tra�c as opposed to WAN tra�c. In fact, the empirically observed self-similar or fractal

nature of LAN tra�c at the aggregate or macroscopic level (i.e., generated by all active hosts on the network;

see for example [12]) has recently resulted in structural models that are based on self-similar processes, have

a physical meaning in the LAN context, and provide fundamental and new insights into how individual

network connections behave. Moreover, the proposed structural models are based on constructions that are

mathematically rigorous, that highlight the predominance of heavy-tailed phenomena at the microscopic

level (i.e., in the packet arrival patterns generated by the individual host-host pairs in a LAN), and that

are fully consistent with measured LAN tra�c at the macroscopic as well as microscopic level (for details,

see [20]). However, WANs di�er from LANs in a number of fundamental ways, which makes structural

modeling of WAN tra�c more challenging. On the one hand, WANs are generally more heterogeneous

than LANs and, more importantly, they have to cope with the problem of latency (i.e., non-negligible

delays associated with obtaining and adapting to feedback on current network conditions). They often

do so by relying on sophisticated transport protocols (e.g., Internet uses predominantly TCP) which, in

turn, are bound to introduce additional structure to the ow of packets over WANs that is absent in LAN

environments where feedbacks are essentially instantaneous.

The �rst empirical evidence for large-time scaling phenomena in measured WAN tra�c traces was

reported by Paxson and Floyd [14], who relied on a set of 24 traces of WAN tra�c traces, collected

between 1993 and 1995, primarily at the Lawrence Berkeley National Laboratory and at Digital's Western

Research Lab. They found typical scaling regions that extended over three to four orders of magnitudes

with lower cuto�s that varied consistently around a few hundreds of milliseconds. Similar �ndings have

been reported in other empirical tra�c studies; e.g., see [20]. In Section 2 below, we use a collection of

more recent WAN traces and a wavelet-based scaling analysis to validate this previously observed large-

time scaling property of WAN tra�c. We also identify a scaling phenomenon for small time scales (below a



few hundreds of milliseconds) that has been alluded to in previous studies; however, here we quantify this

small-time scaling behavior and demonstrate that it is distinctly di�erent from that for large time scales.

Focusing on their 1993 traces, Paxson and Floyd [14] also proposed a structural modeling approach for

WAN tra�c that attempts to explain the observed self-similar nature over large time scales of aggregate

WAN tra�c at the packet level in terms of the characteristics of the main applications (e.g., TELNET,

FTP) which generated the overall tra�c. Their structural model is based on a construction, originally

due to Cox [3], known as M=G=1 model or birth-immigration process: session arrivals are assumed to

be Poisson or, more generally, of renewal-type; session duration (in seconds) or session size (in bytes) are

required to be heavy-tailed (e.g., Pareto with �nite mean and in�nite variance) and packets are generated

at a constant rate for the duration of a session. In Section 3, we provide new evidence that this structural

modeling approach remains partly valid for today's WAN tra�c, even though over the last three to four

years, WWW has become the main WAN application and typically makes up a major portion of modern

WAN tra�c. At the same time, we also demonstrate in Section 3 that with the increasing popularity and

familiarity of the Web, the tra�c characteristics at the transport layer have undergone signi�cant changes

between the pre-WWW days and now and that these changes clearly reveal the limitations of structural

modeling a la Cox. To this end, we con�rm here with our latest collection of WAN tra�c traces a recent

�nding by Feldmann [6, 7] who observed self-similar features not only at the packet/bytes level (i.e., for

the process representing the number of packets/bytes per time unit) but also at the TCP level (i.e., for the

process representing the number of TCP connection arrivals per time unit). Clearly, Cox's construction is

not adequate enough to account either for this scaling property of WAN tra�c at the transport level nor

for the small-time scaling phenomenon at the packet level.

In light of the empirical evidence presented here, we revisit the question of structural modeling ap-

proaches for modern WAN tra�c and discuss two alternatives. One approach which builds on Cox's

approach is based on a construction proposed by Kurtz [11] and allows for very exible \within-session"

tra�c patterns that can, for example, mimic to some degree actual TCP dynamics, but cannot be ac-

counted for by Cox's construction. At this time, structural models based on Kurtz's construction are

capable of \explaining" the observed large-time scaling property of WAN tra�c but fail to account for

any additional structure that is present in today's WAN tra�c (e.g., small-time scaling features at the

packet level, self-similarity at the TCP level). A second, more radical approach to understanding and

describing the actual dynamics of modern WAN tra�c is based on multifractals. Multifractals or self-

similar measures, that is, measures with a nontrivial multifractal structure, have been applied in the past

to such diverse �elds as the statistical theory of turbulence, the study of strange attractors of certain

dynamical systems, and more recently, to physically based rain and cloud modeling (see for example [8, 9]

and references therein). In the networking context, multifractals have only very recently been considered;

for example, Taqqu, Teverovsky and Willinger [17] discuss the question of whether or not network tra�c

is self-similar or multifractal, and they conclude that while self-similar models seem to su�ce in a LAN

setting, WAN environment may require more complex structures such as multifractals. In fact, the �rst



empirical evidence of multifractal features in wide area TCP tra�c traces has recently been reported by

Riedi and Levy-Vehel [15]. Multifractals are particularly appealing from a networking perspective because

of their close connection to certain multiplicative processes or random cascade models which can be intu-

itively associated with the hierarchical structure present in modern communication networks. We conclude

in Section 4 with an intuitive explanation for why multifractals might be an appropriate mathematical

technique for gaining a better understanding of the dynamic nature of modern high-speed network tra�c.

2 Scaling Properties of Measured WAN Tra�c

Abry and Veitch [1] recently proposed a wavelet-based technique for analyzing long-range dependent data

and for estimating the associated Hurst parameter. We briey review their proposed method and illustrate

that it has many attractive features including the ability to investigate scaling properties in large sets

of tra�c measurements from packet networks. The data sets analyzed below are summarized in Table 1

and represent a collection of high-quality WAN tra�c traces, recorded in a number of di�erent geographic

locations, over a period of about seven years (1990{1997). In particular, note that this collection period

covers the emergence of the Web (or WWW) as a \killer application" in the Internet and hence, the data

sets in Table 1 allow for a systematic study of the changing nature of WAN tra�c, from the pre-Web period

(prior to 1993{1994) to today's situation where WAN tra�c is consistently and ubiquitously dominated

by Web tra�c.

2.1 MRA and a Wavelet-Based Scaling Analysis

Because the wavelet transform divides data into di�erent frequency components and analyzes each com-

ponent with a resolution matched to its scale, we can use the coe�cients of a wavelet decomposition to

directly study the scale (or frequency) dependent properties of the data. In particular, we can use wavelets

to investigate the scaling structure in the spectra of self-similar processes which provide statistical models

for many naturally occurring phenomena. Multiresolution analysis (MRA) gives us a natural framework

for understanding wavelet bases and their transforms.

A multiresolution analysis is an approximation scheme in which a signal X is approximated successively

by PjX . Each approximation PjX ofX is a description ofX at resolution 2j . In Figure 1X is approximated

by PjX , a piecewise constant function with stepwidth 2j (left side of the diagram) and by Pj+1X , a

piecewise constant function with stepwidth 2j+1 in the middle of the diagram. As j increases, we have

coarser and coarser descriptions of X . We can express the information about X that is lost in going from

PjX to Pj+1X exactly in terms of the wavelets  j;k(t) = 2�j=2 (2�jt� k):

PjX = Pj+1X +
X
k

hX; j;ki j;k:

In Figure 1 the di�erence between the two approximations is the function on the right side of the diagram.

In this case, the wavelet is the Haar wavelet, given by  (t) = 1=
p
2 if t 2 [0; 1=2),  (t) = �1=

p
2 if
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Figure 1: picture for wavelets

t 2 (1=2; 1], and  (t) = 0 otherwise. Thus, the wavelet basis is inherently linked to a multiresolution

analysis. We can \iterate" the above equation, writing it for many scales j and using that PjX tends to

zero and that P�jX tends to X as j tends to in�nity to obtain the wavelet decomposition of X

X = P0X +
X
j�0

X
k2Z

hX; j;ki j;k =
X
j2Z

X
k2Z

hX; j;ki j;k:

We can implement this procedure using a hierarchical and fast algorithm, usually referred to as a subband

�ltering scheme. In the example in Figure 1, we start with a sequence of numbers Xk (the averages of X

on intervals of size 2j) that gives us the approximation PjX , we compute the averages (X2k +X2k+1)=2

to obtain the approximation Pj+1X of X on intervals twice as wide, and we compute the di�erences

(X2k � X2k+1)=2 to obtain the coe�cients for  j+1;k. In other words, given the approximation PjX ,

we can compute the coarser approximation Pj+1X and the details
P

k2Z hX; j;ki j;k by convolving the

sequence Xk with �lters of length 2 (speci�cally, the �lters f1=2; 1=2g and f1=2;�1=2g). The reader is

referred to [10] for a \friendly" introduction to wavelets and to [13, 4] for a more mathematical treatment

of the subject.

We call the inner products hX; j;ki of X with the rescaled and translated copies of the wavelet  the

wavelet coe�cients dj;k of X . The set of all wavelet coe�cients is generally referred to as the discrete

wavelet transform (DWT) of the signal X . The coe�cient jdj;kj2 measures the amount of energy in a

signal X about the time t0 = 2jk and about the frequency 2�j�0, where �0 is a reference frequency which

depends on the wavelet  . Abry and Veitch show that the time average of jdj;kj2 at each scale j is a useful

spectral estimator. In fact, if Ej denotes the average of jdj;kj2 at each scale,

Ej =
1

Nj

X
k

jdj;kj2

(Nj is the number of wavelet coe�cients at scale j), then Ej is a measure of the energy that lies within a

given bandwidth 2�j around frequency 2�j�0.

Consider now a signal Xt generated by a �nite variance, wide-sense stationary, long-range dependent

process with Hurst parameter H 2 (1=2; 1), that is, the autocorrelation function �(k) of X has the form

�(k) � c�k
�(2�2H) as k!1



where c� is a positive constant, and H measures the degree of long-range dependence; for short-range

dependent processes, H = 1=2. In the frequency domain, long-range dependence is characterized by a

spectral density f(�) that exhibits a power-law near the origin; i.e., f(�) has the form

f(�) � cf j�j1�2H as �! 0; (1)

where cf = 1=��2c��(2H�1) sin(�(1�H)) and �2 = Var(Xt). Long-range dependence plays an important

role in the study of self-similar processes. Here, we call a wide-sense stationary process X exactly self-

similar if for all integers m > 0,

X = m1�HX(m); (2)

where the equality is understood in the sense of �nite-dimensional distributions, and where the aggregated

processes X(m) with level of aggregationm are de�ned by X(m)(k) = m�1Pi=km

i=(k�1)m+1
Xi; k � 1. Asymp-

totic self-similarity is de�ned similarly but we only require that the above equality holds in the limit as

m!1. With this de�nition, a zero-mean X is long-range dependent if and only if X is (asymptotically)

self-similar, and methods for studying the dependence structure ofX can thus be exploited for investigating

the scaling phenomenon expressed in Equation (2).

To illustrate, we return to the wavelet-based technique proposed by Abry and Veitch [1] and assume

that the signal X is such that Equation (1) holds for all frequencies. Then the expectation of Ej is given

by

E[Ej ] =

Z
f(�)2jj ̂(2j�)j2 d� = cf j2�j�0j1�2H

Z
j�j1�2Hj ̂(�)j2 d�;

where  ̂(�) is the Fourier transform of  (t). Observe that the multiplicative bias of Ej is simply a

multiplicative constant which is independent of scale j and results in an e�ective scaling analysis of a given

signal X by plotting log2Ej against scale j and identifying scaling regions, breakpoints and non-scaling

behavior. It also yields an asymptotically unbiased estimator for the Hurst parameter H by performing a

simple linear regression of log2E[Ej ] on the scale j; that is,

log2E[Ej ] = log2(
1

Nj

X
k

jdj;kj2) = (1� 2H)j + C:

The constant C estimates the value

log2(cf j�0j1�2H
Z
j�j1�2Hj ̂(�)j2 d�)

provided the integral
R j�j1�2H j ̂(�)j2 d� exists. To insure that this integral is �nite we must choose a

wavelet  which hasM > H � 1 vanishing moments. In other words, the wavelet  must be orthogonal to

all polynomials of degree less than M ;

Z
tl (t) dt = 0 for l = 0; : : : ;M � 1.

The number of vanishing moments controls the order of the zero in the Fourier transform of  about

� = 0. If M is large enough, the behavior of j ̂(�)j2 will balance the singularity of the long-range



dependent spectrum. In addition, the estimation of the Hurst parameter is not a�ected by the presence

of a deterministic polynomial trend if the degree of the polynomial is less than the number of vanishing

moments.

As a technical note, we use the Daubechies wavelets (wavelets with compact support) which have the

shortest support for a given number of vanishing moments (see [4] for details). We have not adapted these

wavelets to a bounded interval to better account for possible border e�ects: To analyze the large data sets

at hand requires a fast algorithm; so, for the sake of speed, we simply discard those coe�cients which are

polluted by border e�ects (the number of which is easily determined by the support width of the wavelet).

2.2 Measured WAN Traces Now and Then

In [1], Abry and Veitch use their wavelet-based technique to validate previously obtained results showing

that measured Ethernet LAN tra�c is consistent with long-range dependence, to estimate the correspond-

ing values of the Hurst parameter, and to illustrate further interesting features of measured Ethernet

LAN tra�c. In this paper, we use their methodology primarily for investigating the scaling behavior of

measured WAN tra�c traces; that is, for identifying regions where the scaling property (2) holds, for

detecting changes in scaling behavior, and for �nding ranges of time scales with more complex scaling

patterns than those captured by Equation (2). While we pay special attention to the scaling properties

of the tra�c traces at small time scales, we will comment on the observed large-time scaling features only

in passing, mainly because our results simply con�rm earlier �ndings about the long-range dependent or

asymptotically self-similar nature of WAN tra�c (e.g., see [14, 20]).

Packet Traces Year #Packets(Bytes) % WWW (packets)

Bellcore Jan.1990 87307(16533426) 0%

LBL (TCP only) Jan.1994 677846(94124920) 3%

Bellcore Dec.1994 1061966(546478200) 10%

MH (AT&T-Labs) Feb.1997 458669(131906000) 27%

FP (AT&T-Labs) Aug.1997 582538(218330000) 32%

TCP Connection Traces #Connections % WWW (connections)

lbl1 (ftp, telnet only) Fall 1993 211 0%

lbl2 Fall 1993 2999 0%

cmu Jun.1995 803 22%

mh (AT&T-Labs) Feb.1997 5067 80%

fp (AT&T-Labs) Aug.1997 7427 87%

Table 1: Packet-level and TCP connection-level WAN traces used in our study.

The �ve hour-long packet-level WAN traces used in our study are summarized in the top part of Table

1. The Bellcore'90 trace pre-dates WWW, and TELNET and FTP (as well as NNTP) comprised the main

applications at that time. Also note that in 1990, the NSFNET backbone was T1-based; i.e., running

at 1.5 Mbps. Both the LBL'94 and the Bellcore'94 WAN traces contain some Web tra�c (close to 10%

for the Bellcore trace) and represent measurements of Internet tra�c as the Internet is going through



drastic changes (e.g., emergence of WWW, transition to a 45 Mbps backbone). WWW is the main WAN

application and makes up a major portion of the tra�c in both the Murray Hill (MH) AT&T-Labs'97

and Florham Park (FP) AT&T-Labs'97 traces and by that time, the privatization of the Internet is well

on its way. Note that for both the MH'97 and FP'97 traces, the given percentage of WWW tra�c only

consists of packets associated with port number 80 (WWW). More than half of all the recorded packets are

associated with non-standard port numbers, and about 20% of the total tra�c is due to some site speci�c

applications. Finally, the time stamp accuracy varies from a few microseconds for the Bellcore and LBL

traces to milliseconds for the other traces.

Selecting three representative traces which span seven years of WAN tra�c, with 0%, 10%, and 30%

or more Web tra�c, respectively, Figure 2 (left column) shows the scaling analyses for the signals X

representing the number of packets per ten milliseconds for the Bellcore'90, Bellcore'94, and FP'97 WAN

traces; the corresponding analysis for the number of bytes per 10 milliseconds time series is given in the

right column in Figure 2. We have plotted the energy Ej as a function of the resolution level 2j , on a

log2� log2-scale; i.e., log2Ej as a function of scale j. To clarify the time scales which correspond to scales

j, we have included the time (in seconds) on the top axis of each graph.

The scaling analysis of a tra�c trace which is asymptotically self-similar (or, equivalently, exhibits

long-range dependence) will, for large times/scales, result in a linear relationship between log2Ej and

the scale j. If the trace is exactly self-similar (i.e., the spectral density characterization of long-range

dependence in Equation (1) holds for all frequencies), a plot of log2Ej vs. j will show a linear relationship

for all scales. As can be seen, all plots show an approximate linear relationship between log2Ej and scale

j for su�ciently large time scales; i.e., the corresponding WAN traces are fully consistent with asymptotic

self-similarity or long-range dependence, irrespective of where the traces were collected and whether or not

they contained no, some or mostly Web tra�c. Note that while pre-Web tra�c (i.e., Figure 2, top row)

seems to exhibit some indications for departure from exact self-similarity (i.e., a linear relationship appears

to hold throughout the range of observed time scales, with some obvious \bumps" around scales 3-6), the

more recently collected WAN traces show this departure much clearer: a non-trivial scaling behavior for

small time scales (typically below a few hundreds of milliseconds) and a distinctly di�erent large-time

scaling behavior, with a \change-point" that shows up very clearly as a pronounced \knee" in the graphs

in the middle and bottom rows in Figure 2, approximately at scale j = 5 corresponding to about 500

milliseconds, irrespective of whether we consider the packet counts or byte counts.

These observations are not restricted to the three representative traces shown in Figure 2, but we found

a very similar scaling behavior when analyzing the remaining packet-level tra�c traces contained in Table

1 (top part): Before the predominance of WWW (i.e., in the Bellcore'90 tra�c trace and, to some extent,

in the LBL'94 trace), we observe indications of deviations from a single scaling region (e.g., as in Figure

2, top plots), with some clearly visible "bumps" at the small time scales (i.e., on the order of hundreds

of milliseconds); after the rise in popularity of the Web (i.e., in the MH'97 and FP'97 traces), we can

easily and consistently identify two distinct scaling regions, irrespective of the length of the traces, time
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Figure 2: Scaling analysis of packet-level WAN traces (left column: packets/10 msec; right column:

bytes/10 msec): Bellcore'90 (top), Bellcore'94 (middle), FP'97 (bottom).



of day the traces were collected and geographic location of the tra�c collection. For the Web-dominated

tra�c traces, we also separated the data into Web-only and non-Web tra�c. Performing the same scaling

analysis for the Web-only traces (not shown here), we noticed the same non-trivial scaling behavior as for

the combined tra�c. Moreover, if we aggregate each of our traces and perform scaling analyses for the

time series representing the number of packets (or bytes) per one second, small-time scaling structures are

no longer visible and all we observe is a simple linear relationship between log
2
Ej and the scale j that

holds now for all scales. Thus, at time scales larger than about one second, WAN tra�c is statistically self-

similar, and this characteristic has remained unchanged throughout the years, regardless of whether WAN

tra�c has been dominated by TELNET, FTP, NNTP or WWW, independent of how fast the Internet

backbone has been running, and despite all the other drastic changes the Internet has experienced over the

past 7 years. Finally, concerning the ever-present question of non-stationarity vs. long-range dependence,

we note that as part of the wavelet-based scaling analysis, a systematic search for the presence of certain

non-trivial deterministic trends is possible through a judicious choice of the number of vanishing moments,

M , for the wavelet used in the analysis. For the traces at hand, this part of the scaling analysis (not shown

here) provided no indications for the presence of certain deterministic trends that might adversely e�ect

our conclusions about scaling laws in measured WAN tra�c.

While our �nding of the large-time scaling is not new and simply con�rms earlier studies by Paxson and

Floyd [14] (see also Willinger et al. [20]) who �rst observed the asymptotically self-similar or long-range

dependent nature of measured WAN tra�c, our empirical observation of the existence of a pronounced

small-time scaling behavior is new in the sense that is clearly di�erentiates between small-time and large-

time scaling properties. While earlier empirical studies of measured WAN tra�c have also pointed out

apparent deviations from exact self-similarity at small time scales, their exclusive reliance on analysis

techniques such as variance-time plots, the R=S method, or periodogram-based approaches made it di�cult

to focus in more detail on the nature of these deviations over small time scales. Subsequently, the results of

our wavelet-based scaling analysis of a historical collection of WAN traces imply that to fully understand

and accurately describe modern WAN tra�c, exactly self-similar processes are not su�cient and need to

be replaced by tra�c models that allow for a richer scaling behavior. To this end, gaining a physical

understanding of the origins of the observed small-time scaling phenomenon is of crucial importance as it

will lead to structural modeling approaches for WAN tra�c that capture the full range of observed scaling

phenomena in a compact and parsimonious manner.

3 Physical Explanations for Scaling in WAN Tra�c

To gain a physical understanding of the empirically observed scaling phenomena in actual WAN tra�c

collected over the last 7 years, we provide in this section a plausible, application-level phenomenological

explanation for the large-time scaling behavior of WAN tra�c at the packet level, identify (and provide a

physical explanation for) an intriguing feature of the changing nature of WAN tra�c at the TCP connection



level as WANs experienced more and more Web tra�c over the past couple of years, and illustrate with

further examples the di�culties associated with answering the question of the origins of the observed

small-time scaling behavior in today's WAN tra�c.

3.1 Large-Time Scaling Phenomenon: Application Layer

The main applications that generated WAN tra�c in the pre-Web days were TELNET, FTP, SMTP and

NNTP. Among those, FTP played a particularly important role because FTP sessions created the bulk of

data bytes sent over WANs in the pre-Web days. In an attempt to provide a physical explanation for the

observed asymptotically self-similar nature (i.e., large-time scaling phenomenon) of measured WAN tra�c,

Paxson and Floyd [14] focused in part on the application layer trying to understand the characteristics of

such measurable quantities as FTP session size (in bytes), FTP session duration (in seconds) and FTP

session arrival times. Their extensive analysis of FTP tra�c traces shows two key characteristics: (i) Over

one hour intervals, FTP session arrivals are well modeled by a Poisson process; and (ii) the distributions

of FTP session sizes or durations are heavy-tailed, with upper tails that are consistent with Pareto-type

tails and entail �nite mean but in�nite variance, i.e., high variability. Similar observations are made in [14]

about TELNET sessions, even though TELNET is an application qualitatively quite di�erent from FTP,

with much less demand for bandwidth, but generating a high volume of (generally small) packets. Paxson

and Floyd also investigated the \within-session" structure of TELNET and FTP connections, and while

their approach seems adequate for describing pre-Web WAN tra�c dynamics within individual connections,

the �ndings reported in this paper point out the need for new approaches to understanding WAN tra�c

at the level of individual applications and connections.

In view of these empirically observed application-layer tra�c characteristics, a construction due to Cox

[3], also known as an immigration death process or M/G/1 queueing model, provides a structural model-

ing approach for pre-Web WAN tra�c that is (i) mathematically rigorous, (ii) consistent with measured

packet-level WAN tra�c at the macroscopic (i.e., aggregated over all individual connections) as well as

microscopic (i.e., for individual connections) level, and (iii) highlights the intimate connection between high

variability (i.e., heavy-tailed phenomenon) at the microscopic level and (asymptotic) self-similarity (i.e.,

large-time scaling phenomenon) at the macroscopic level. In short, in the context of WAN tra�c mod-

eling, Cox's construction assumes that sessions arrive according to a Poisson process (or, more generally,

a renewal process), that the distribution of session lengths/sizes is heavy-tailed, and that packets/bytes

are transmitted at a constant rate for the duration of the session. Working in discrete time and letting

Xn denote the number of packets/bytes generated during the n-th time period by all the sessions active

at that time, it can be shown that Cox's construction results in a tra�c model that exhibits large-time

scaling features (i.e., is long-range dependent or asymptotically self-similar) if and only if the distribution

of the session lengths/sizes has in�nite variance; for details, see [19].

With the advent and popularity of the Web, WWW-related tra�c makes up a signi�cant portion of

the overall tra�c on today's WANs (see Table 1). Despite the drastic changes that WANs have undergone



in the past 7 years, we have seen in Section 2 that the large-time scaling property is a robust characteristic

of WAN tra�c, irrespective of how much of the tra�c is due to WWW. Naturally, this gives rise to the

question of the appropriateness of Cox's construction not only for pre-Web but also for today's WWW-

dominated WAN tra�c, and begs for a clear understanding of Web tra�c at the level of individual user

sessions, each of which consists in general of several TCP connections. To this end, it is important to note

that to date, Web session characteristics have not been studied in detail, mainly because of the di�culties

in determining, from a packet-level WAN link trace, the instants when a Web session begins and ends. Due

to the details in how the di�erent WAN applications are structured, this determination is easy for FTP

and TELNET (and other applications).

Here, we partially avoid these di�culties by relying on an indirect, somewhat inexact, but intuitively

reasonable method that provides novel insights into Web sessions and their statistical characteristics. Our

method makes use of a data base that provides information about every single modem call made to a

certain commercial ISP (Internet Service Provider); for our purposes, the important items collected for

each modem call are time of arrival of call (accurate to 1 second), duration (in seconds) and size (i.e., for

each direction, number of bytes transmitted during the length of the call; below, we consider the total

number of bytes transmitted). Although there is no one-to-one correspondence between modem calls and

Web sessions (e.g., a single modem call can consist of a Web session, followed by email, followed by a

TELNET session, followed by another Web session etc.), substituting one for the other seems justi�ed

and appears to be reasonably accurate if we focus mainly on arrival time and size information; after all,

web-browsing is the main activity of a typical ISP customer, and compared to email or TELNET or other

non-WWW related applications, Web sessions create currently the bulk of data bytes. In the following,

we will therefore use the notions of Web session and modem calls in an interchangeable fashion, and the

context in which these notions appear will typically resolve any potential confusion.

Given these caveats, Figure 3 shows the results of our analysis of an hour worth of calls into a large

modem pool (other data sets show similar characteristics). The top left plot in Figure 3 gives the empirical

complementary cumulative distribution function (CCDF) of the interarrival times of modem calls, on log-

linear scale; the plot illustrates that the interarrival time distribution is light-tailed and, moreover, that it

is consistent with the tail-behavior of an exponential distribution (note that we are here not concerned with

the shape of the main body of the distribution). The top right plot shows the autocorrelation function of the

number of modem call arrivals during successive one-second intervals. As can be seen, the autocorrelations

are essentially zero for all positive lags (i.e., lag 1 and beyond), implying that the arrivals are consistent

with a renewal-type process, i.e., independent and identically distributed. Finally, in the two bottom

plots in Figure 3, we plot the CCDF of the sizes (on the left) and durations (on the right) of modem

calls, respectively, on log� log scale; the plots demonstrate the heavy-tailed or Pareto-type nature of the

corresponding distributions, and a crude estimate of the slope of the corresponding linear regions indicates

consistency with in�nite variance behavior. In summary, using the modem call data as substitute for Web

session information, we �nd that Cox's construction remains valid as a structural modeling approach for



u

log10(P[ interarrival time  > u])

0
10

20
30

-3.0 -2.0 -1.0 0.0

Lag
ACF

0
1000

2000
3000

0.0 0.2 0.4 0.6 0.8 1.0

  

log10(u)

log10(P[ bytes  > u])

2
4

6
8

-3.0 -2.0 -1.0 0.0

log10(u)

log10(P[ duration  > u])

2
3

4
5

-3.0 -2.0 -1.0 0.0

F
ig
u
re

3
:
A
n
a
ly
sis

o
f
m
o
d
em

ca
ll
d
a
ta
:
C
o
m
p
lem

en
ta
ry

cu
m
u
la
tiv

e
d
istrib

u
tio

n
fu
n
ctio

n
(C

C
D
F
)
fo
r

m
o
d
em

ca
ll
in
tera

rriva
l
tim

es
(to

p
left,

lo
g
-lin

ea
r
sca

le);
a
u
to
co
rrela

tio
n
fu
n
ctio

n
o
f
n
u
m
b
er

o
f
m
o
d
em

ca
ll

a
rriva

ls
p
er

seco
n
d
(to

p
rig

h
t);

C
C
D
F
fo
r
m
o
d
em

ca
ll
size

in
b
y
tes

(b
o
tto

m
left,

lo
g
-lo
g
sca

le);
C
C
D
F
fo
r

m
o
d
em

ca
ll
d
u
ra
tio

n
in

seco
n
d
s
(b
o
tto

m
rig

h
t,
lo
g
-lo
g
sca

le).



WAN tra�c, even when the latter is dominated by the Web { as long as we are only concerned with

application and packet level information and ignore other layers in the networking hierarchy, for example

TCP layer or IP layer (see Section 3.2 below).

3.2 Large-Time Scaling Phenomenon: TCP Layer

To date, structural modeling approaches for WAN tra�c (e.g., Cox's construction) have focused almost

exclusively on explaining the observed large-time scaling phenomenon in packet-level WAN tra�c in terms

of the phenomenon of high variability or in�nite variance at the application level. They have done so

successfully (see Section 3.1), despite the constantly changing nature of modern-day WANs and of the tra�c

they carry. However, these approaches reect a source-centered view of tra�c modeling, where sources are

assumed to simply inject (at a constant rate) as many packets into the network as is required by a user

session, and they essentially ignore the impact that the applications (e.g., downloading several Web pages)

and networks (e.g., TCP dynamics) have on the ow of packets that individual sources attempt to transmit

over the network. On the one hand, such a modeling view is justi�ed for LAN environments where the

feedback from the network to the hosts about the current state of the network is essentially instantaneous.

On the other hand, because WANs are generally used for sending packets over long distances, the speed-

of-light limitations have a practical impact upon the transmission time of packets. In fact, latency or

non-negligible delays associated between obtaining and adapting to feedback on current network conditions

is one of the most di�cult problems that WANs have to cope with, and they often do so by relying on

sophisticated \transport" protocols and/or end-to-end ow control schemes. In the Internet, the dominant

transport protocol continues to be the Transmission Control Protocol (TCP) that ensures reliable transfer

of data across the network (e.g., see Stevens [16]).

0 600 1200 1800 2400 3000 3600

0

10  

20  

30  

Time Unit = 1 Second

TC
P C

on
n./

Tim
e U

nit

Figure 4: Time series plot of the number of TCP connection arrivals per second (for the hour-long trace

fp'97).

In this subsection, we focus exclusively on the transport layer which resides directly underneath the

application layer in the hierarchical structure of modern-day networks, but a few layers above the link layer

with its mechanisms and protocols controlling how the individual packets are sent over the media and where



our WAN traces were recorded. In today's Internet, application-layer protocols such as TELNET, FTP

and HTTP (Hyper Text Transport Protocol) are responsible for the details in how the major applications

are structured and segmented into lower-layer units (so-called TCP connections) that can be given o� to

and are recognized by TCP, the protocol running at the transport layer. For example, a TELNET session

always corresponds to one TCP connection, while FTP or Web sessions can result in one or more and

often many individual TCP connections. Given a packet-level WAN link trace, it is easy to determine

TCP connection information (e.g., time of arrival of a TCP connection, its size in bytes and its duration

in seconds) by inspecting the header of every TCP packet seen on the monitored link. Our interest here is

in studying the characteristics of measured WAN tra�c at the TCP connection level; that is, investigating

the statistical properties of the process representing the number of TCP connection arrivals per time unit.

A time series plot of such a process (i.e., number of TCP connection arrivals per second, for the fp'97 data

set in Table 1) is depicted in Figure 4.

We illustrate our analysis of WAN tra�c at the TCP connection level with four hour-long traces whose

pertinent statistics are summarized in the lower part of Table 1. Note that lbl2'93 contains an hour worth

of all TCP connections from LBL 7 in [14], while lbl1'93 consists of only those TCP connections in lbl1'93

that correspond to successful TELNET or FTP control sessions. As is the case with the packet-level data

shown in the upper part of the table, the connection-level WAN traces also cover the period from the

pre-Web days to now { with no, some, or a signi�cant portion of Web tra�c, depending on whether we

consider lbl1'93 (or lbl2'93), cmu'95, or mh'1997 and fp'1997, respectively. Note that the reason for the

di�erence in the 1997 traces between the 30% portion of WWW tra�c (in terms of packets) versus the 80%

portion of WWW tra�c (in terms of TCP connections) is that the average Web-related TCP connection is

much smaller (about 8 KB) than the average non-Web related TCP connection. As in Section 2.2, we can

again study the changing nature of WAN tra�c, this time at the level of TCP connection arrivals, over a

period where WANs have undergone drastic changes.

Performing the same wavelet-based scaling analysis as in Section 3.1, Figure 5 shows the scaling prop-

erties for the time series representing the number of TCP connection arrivals per second, for all �ve

connection-level WAN traces. Starting with the top left plot in Figure 5, we observe a trivial (i.e., a value

of the Hurst parameter of about 0.5) scaling behavior for the lbl1'93 data set across all scales; upon further

analysis (not shown here), we �nd that in this case, the arrival instances of TCP connections are consistent

with a Poisson (or, more generally, a renewal-type) behavior. Since the majority of observations in this

data set correspond to successful TELNET connections (plus some FTP control connections), this �nding

is in agreement with the results reported in [14]. However, when moving from the lbl1'93 to the lbl2'93

data set, i.e., when considering all TCP-connections arrivals (including those spawned by FTP control con-

nections and SMTP or email), we see in Figure 5 (top right plot) a drastic change, namely the appearance

of a non-trivial scaling region for the large time scales. The di�erence between the two plots in the top

row of Figure 5 can be intuitively explained by (i) SMTP-triggered TCP connections dominate and reect

a user behavior for email sessions that is di�erent from TELNET, for example; and (ii) FTP-control con-
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Figure 5: Scaling analysis of TCP connection-level WAN traces (number of TCP connection arrivals per

second): lbl1'93 (top left); lbl2'93 (top right); cmu'95 (middle row); mh'97 (bottom left), fp'97 (bottom

right).



nections typically spawn a number of TCP connections within the FTP session, and it is not unreasonable

to expect that there is an increasingly high variability in the number of spawned connections as the use of

FTP becomes more sophisticated. Moving on to the cmu'1995 trace and analyzing only the HTTP-related

portion of the TCP connections, Figure 5 (middle row) shows yet another change in the scaling behavior;

Web tra�c at the level of TCP connection arrivals no longer exhibits trivial scaling at the small scales

but shows across all scales the same non-trivial scaling that we have seen in the pre-Web lbl2'93 trace for

large time scales; that is, the tra�c representing the number of HTTP-related TCP connection arrivals

per second is (exactly) self-similar for time scales of one second and beyond. As can be seen from the

remaining two plots in Figure 5 (i.e., bottom row), this observation is con�rmed and becomes even more

pronounced as we move to the latest connection-level WAN traces and perform the same scaling analysis

for the HTTP-related portion of TCP connections.

The �nding of self-similarity of measured WAN tra�c at the TCP connection level is not new, but

has been pointed out earlier by Feldmann [6, 7], and our analysis here simply con�rms this previously

observed feature of TCP connection arrivals. What is new here is the observed gradual appearance of non-

trivial scaling in WAN tra�c at the transport layer, from trivial scaling to non-trivial large-time scaling to

non-trivial scaling for all scales, as WANs see the tra�c mix at the application level change from mostly

TELNET and simple use of email and FTP, to all-of-the-above plus more sophisticated use of FTP, to

all-of-the-above plus some Web usage, to predominantly Web-based. It will be interesting to see, how this

empirically observed scaling phenomenon at the transport layer will be a�ected as a growing portion of

Internet tra�c will be \multicast", where a single sender transmits to multiple receivers, as other new

transport protocols come along, or as the current characteristics of a \typical" Web-page (i.e., median of

about 3K bytes, average around 8K bytes) change.

3.3 TCP Connection Arrival Dynamics Within Web Sessions

Naturally, the gradual appearance over time of self-similarity in measured WAN tra�c at the transport

layer gives rise to the question about the origins of this phenomenon, especially in view of its distinct

presence in today's WWW-dominated WAN tra�c. To provide a plausible and empirically veri�able

answer to this question, we make again use of the information contained in the ISP's modem call data

base (see Section 3.1) and correlate it with the packet-level WAN trace collected from the same ISP's

wide-area network. To illustrate, Figure 6 shows the dynamics of a single Web session (i.e., modem call)

at the level of individual TCP connections. We use the textured plotting technique to indicate in the top

plot the bursty nature of TCP connection arrivals. Recall that the idea of textured plots is to display

one-dimensional data points in a strip in an attempt to show all data points individually. If necessary,

the points are displaced vertically by small amounts that are partly random, partly constrained. The

resulting textured dot strip facilitates a visual assessment of changing patterns of data intensities in a way

other better-known techniques (e.g., histogram plots) are unable to provide. Note that the plot in Figure

6 contains about 480 points, each of which represent the arrival time of a TCP connection within one
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Figure 6: Textured plot of TCP connection arrivals within a single Web-session (top) and augmented with

their corresponding durations (bottom).

and the same Web session. In addition, for each arriving TCP connection, the bottom plot in Figure 6

shows a horizontal line, representing the length or duration of the corresponding TCP connection. Thus, in

addition to the bursty nature of TCP connection arrivals, this plot also demonstrates the high variability

associated with the TCP connection durations; many of the connections are too short to show up in plot,

and those that can be recognized range in duration from seconds to minutes and hours. The plot also shows

a number of other characteristics that are typical for today's Web and its \typical" users: opening multiple

simultaneous connections (a characteristics of popular Web browsers such as Netscape 3.0), running more

than one Web-browser at the same time, and multiple connections stopping all at once (e.g., the result of

hitting the stop bottom). Note that while this particular Web session is somewhat atypical with respect

to its duration (it lasts for about 4 hours!), we found it, in fact, to be very typical with respect to the

\within-session" dynamics of TCP connection arrivals for sessions { with the exception of the very short

ones.

Next, we consider all Web-sessions that were active during the packet-level tra�c collection period

(i.e., 3.5 days, totaling 39620 sessions) and extract from the measured WAN trace the number of TCP

connections per Web session. Not counting the unsuccessful connections, the mean connection size is about

2Kbytes and the median is 14 Kbytes. Figure 7 shows the complementary cumulative distribution function

of the number of TCP connections per Web session, on log-log scale. In view of Figure 6, it should come

as no big surprise that the number of TCP connections per Web session is highly variable (extending over

more then 4 orders of magnitude, see x-axis); in fact, the apparent linear region in the tail of the plot

suggests that the number of TCP connections per Web session is heavy-tailed, and \eyeballing" the slope
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and we recover Cox's construction; however, a Y -process that is piecewise linear with di�erent non-negative

slopes (including slope 0, i.e., no tra�c is generated) is an obvious candidate for capturing the fragmenta-

tion of an application-layer session into one or more transport-layer connections (e.g., a Web-session being

segmented into a number of TCP connection, interspersed with \idle periods" representing periods of user

inactivity or \think time"; see [2]). Kurtz's main results show that the same limiting regime (i.e., fractional

Brownian motion) holds for an appropriately normalized version (for details, see Kurtz [11]) of the total

tra�c generated by all active sessions, under a number of di�erent scenarios for the particular \within-

session" structure de�ned by the process Y ; the only condition needed to obtain the limiting regime is that

the session duration � is heavy-tailed with in�nite variance. From the perspective of structural modeling

approaches for WAN tra�c, Kurtz's construction is an improvement over Cox's construction because it can

accommodate a number of relatively complex \within-session" structures. However, at this time, it remains

unclear how one would account for the observed self-similar nature of the \within-session" TCP connection

arrival counts or how such a structure (if it exists) would impact the limiting result. In its current version,

Kurtz's construction has two properties in common with Cox's construction: they both provide a (the

same) physical explanation for the observed large-time scaling phenomenon in measured packet-level WAN

traces, but they both cannot parsimoniously account for the small-time scaling phenomenon that is present

in measured packet-level WAN traces and is distinctly di�erent from the large-time scaling property. In

fact, the observed pronounced small-time scaling behavior strongly suggests the presence of local irregular-

ities in measured WAN traces that, in turn, can only be accounted for by relying on mathematical models

that allow for scaling laws (e.g., multifractals - see below) that are more complex than the ones exhibited

by self-similar processes.

3.4 Small-Time Scaling Properties: Preliminary Observations

We have seen in Section 2.2 that modern-day packet-level WAN tra�c exhibits small-time scaling fea-

tures that are distinctly di�erent from the observed large-time scaling phenomenon. Phenomenological

or structural modeling approaches for WAN tra�c, such as Cox's or Kurtz's constructions, successfully

explain the latter phenomenon in terms of the observed high variability of WAN tra�c at the application

level, but have failed so far to capture the former. Clearly, the di�culties are with the small-time scaling

features which have generally been ignored by the mathematical modeling community and the networking

researchers alike. One problem that contributes to this neglect continues to be the di�culty to routinely

capturing WAN packet traces at a �ne enough time resolution that makes �ne-time scale analysis credible

and does not require expensive, custom-made tra�c recorders. As an illustration of the insights gained

from measuring and analyzing high-time resolution WAN packet traces and the ensuing di�culties in try-

ing to understand and describe in a compact manner the small-time scaling behavior in packet-level WAN

tra�c, we show in Figure 8 the results of a wavelet-based scaling analysis for a WAN trace collected in

July'97 from a commercial network. For this WAN tra�c trace, the time stamp accuracy is estimated

at about 10 microseconds and allows for a scaling analysis down to the millisecond scale, without being
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Figure 8: Scaling analysis for a high-time resolution WAN trace.

impaired by binning e�ects (i.e., we are not dealing with time scales where either one or no packet is

present). Somewhat surprisingly, the plot shows yet further scaling structure on the very �ne time scales,

distinctly di�erent from the observed scaling properties over intermediate time scales (see Figure 2), and

still di�erent from the well understood large-time scaling feature. This observation should serve as a re-

minder that even though \black box" models such as fractional ARIMA(p; d; q) processes can often be

tweaked so as to reproduce a certain prescribed scaling behavior, they do so without providing any insights

into the origins of the �tted scaling behavior. Moreover, if a more detailed scaling analysis reveals yet

further scaling features (as in the case in Figure 8), these \operational" modeling approaches (i.e., data

�tting exercises) simply result in replacing one black box by another.

From a networking perspective, the presence of non-trivial scaling behavior at small time scales comes

as no surprise and is intimately related to the intricacies of the di�erent protocols that rule the ow of

tra�c at each layer in the networking hierarchy. These protocols interact in non-trivial ways with one

another, and are responsible for creating complex interactions between the network on the one side and

the sources on the other side. While we used Figure 6 to demonstrate the presence of a rich structure in the

arrival pattern of TCP connections within a single Web session, Figure 9 illustrates the richness in structure

that exists within a single TCP connection. Using the same textured plotting technique, the �gure depicts

very clearly the high variability of \within-TCP-connection" activity levels and behaviors. The challenge

for structural modeling approaches for WAN tra�c is to (i) understand the underlying mechanisms that
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Figure 9: Textured plot for an individual TCP connection. The connection lasted for an entire hour, and

consists of 14,305 packets.

give rise to such rich structures at the transport layer and possibly at the other layers in the networking

hierarchy as well, (ii) describe the relevant aspects of the observed structure in a compact and parsimonious

manner, and (iii) provide mathematical constructions that reect the underlying mechanisms and, at the

same time, continue to capture the well-understood large-time scaling behavior.

4 Conclusions and Outlook

Based on a wavelet-based scaling analysis of a historical collection of WAN traces at the packet-level as

well as at the TCP connection-level, we show in this paper that packet-level WAN tra�c has remained

asymptotically self-similar (i.e., is long-range dependent; i.e., exhibits non-trivial large-time scaling prop-

erties) during the last 7 years. In view of earlier studies involving TELNET and FTP and of the new

evidence reported in this paper on Web session characteristics, the origins of the large-time scaling phe-

nomenon in measured WAN tra�c are now well understood and are directly related to well known features

of WAN tra�c at the application layer. As a result, we fully expect future WAN tra�c to exhibit this

same feature { unless we are in for dramatic changes (such as extreme schemes for pricing Internet tra�c,

or radically di�erent transport protocols). We also identify and quantify here a small-time scaling property

of modern-day WAN tra�c which is distinctly di�erent from the large-time scaling behavior and is less

pronounced in pre-Web WAN tra�c. On an intuitive level, there is agreement that much of this small-time

scaling phenomenon must be due to \real life" TCP dynamics; however, we currently do not have a good

understanding of the physics behind this phenomenon, which, in turn, makes it di�cult to predict whether

or not future WAN tra�c will have these same (or similar) small-time scaling properties. As a third result

of our study of measured WAN tra�c, we con�rm a recently observed new scaling phenomenon of WAN

tra�c at the TCP level where the process in question are TCP connections. In particular, we �nd the

process representing the number of TCP connection arrival per seconds to be self-similar (i.e., to have

non-trivial scaling across all scales larger than 1 second), and we observe that this scaling phenomenon

has appeared gradually as the amount of Web tra�c has increased over the past 3{4 years. Combining



information that is generally hard to get access to, we also provide a plausible physical explanation of the

observed TCP-layer self-similarity (i.e., an M=G=1-construction at the TCP layer, where every session

brings with it a heavy-tailed number of TCP connections) and validate it against measured WAN tra�c.

Currently considered structural modeling approaches for WAN tra�c, especially two constructions due

to Cox and Kurtz, respectively, are well-suited to explain the large-time scaling features in terms of the

well-understood application layer tra�c characteristic. However, in their current form, neither of these

approaches are capable of explaining the small-time scaling properties, nor are they able to reproduce the

self-similar nature of tra�c at the TCP layer in an intrinsic and natural manner. The most promising of

the current approaches appears to be Kurtz's construction, mainly because in its general form, it allows for

the possibility of very general \within-session" packet arrival patterns, and because to date, the limiting

regime (i.e., aggregation over many sessions) is only known for a very special cases, all of which can only

account for large-time scaling properties. The challenge is to incorporate a more \network-centered" view of

tra�c modeling into Kurtz's construction (as opposed to further pursuing the traditional \source-centered"

approach; see Section 3.2), so as to better account for the impact that the network has on the sources.

One plausible way of making Kurtz's construction more network-oriented { without getting into the

details of how the di�erent protocol at the di�erent layers in the networking hierarchy work and interact

with one another { is to view WANs or other networks, together with their protocols and controls, as

de�ning the deterministic mechanisms and rules of a process that fragments units of information at one

layer into smaller units at the next layer etc. That is, networks act as cascades by fragmenting, for example,

a Web session into a number of TCP connections (determined by the HTTP protocol) which, in turn, are

further fragmented into several HTTP requests (the mechanism for this is provided by the HTTP protocol)

which, in turn, are fragmented into IP ows, and so on. Note that during this fragmentation process, the

total number of information units (in our example, this would be the total number of bytes transmitted

during the Web-session) remains essentially preserved and hence, the cascade analogy is appropriate.

Cascades are an important paradigm in the theory of multifractals as they can account for many

multifractal or self-similar measures; that is, measures with a nontrivial multifractal structure (for an

overview, de�nitions and properties of multifractals, see for example Holley and Waymire [9] and Evertsz

and Mandelbrot [5]). Although the multifractal approach to understanding and describing network tra�c

appears to be a radical departure from the more conventional structural tra�c modeling approaches pursued

to date, there exists a close link between Kurtz's construction and random cascade models: simply allow

the Y -process that de�nes the \within-session" tra�c patterns (see Section 1 or consult [11]) to be a

multifractal measure, generated via an appropriately de�ned random cascade model. Moreover, there

already exists empirical evidence in favor of non-trivial multifractal properties of measured WAN TCP

tra�c { see the recent work by Riedi and Levy-Vehel [15]. Although multifractals and random cascade

models are new tra�c modeling paradigms, the motivation for studying them in the network context

comes directly from the desire for physically meaningful descriptions of empirically observed phenomena in

measured network tra�c. In view of the already existing empirical evidence, these new modeling paradigms



are more then speculation and o�er unique opportunities for studying challenging new mathematical and

statistical problems. At the same time they point towards new ways of understanding and describing

real-world network tra�c, resulting in new engineering insights that can be expected to be of practical

relevance for a wide range of network engineering tasks.
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